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The Relationshipbetween
Headmasters Instructional Leadership
and Teachers Commitment

Ahi Sarok & Rijet Jihet
sahi@fss.unimas.my

Abstracts
The article attempts to examine the relationship betwheadmasters instructional
leadership on teachers commitments in schools in Jagoi Zone in Bau District. Data are
collected using questionnaires from 74 respondents teaching in various schools in the
Jagoi Zone. Data are analysed using the ExploratorioiFamalysis (EFA) while the
hypotheses are tested using Pearson Moment Correlation. The four elements used in the
study to examine the relationship between
teachersdo commitment ar do attidulate \asion dnd valyes,of t h
understanding of pedagogy, understanding of development and maintenance, and
strategic planning and ability to plan. The results of the study show that there is a
positive correlation between a headmasters instructi@aalelship style and teachers
commitment in these schools. All the headmasters in the schools adopt instructional
leadership styles.

Keywords: Instruction leadershipdes, teachers commitment
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Introduction
The study on the relationship between headmast® I nstructi onal |
teachersod commitment i s conducted iThem the J

schools in Jagoi Zone are; Sekolah Kebangsaan (SK) Stass, SK Skibang, SK Sebobok,
SK Serasot, SK Jagoi, and SK Serabak. SK SerasoSkniagoi are Grade A schools
because schools have more than 150 students enrolment. The rest of the schools are
Grade B schoolsThese schools are all rural schools and are situated more than 25
kilometers away from Bau towin terms of the school admstration bothfSK Stass, SK
Skibang, SK Sebobok areeaded by a DGA32 headmastewhile SK Serasot and SK

Jagoi are headed bGA34 headmaste©On the other hangK Serabak is managed by

a graduate headmaster on a DG44 scale. All these headmastexpdraehee managing
schools for more than ten years. These headmamtersever beindgrained to become
headmasters prior to their appointment as headmastersever, heir leadership style is

based on their experienesmd some have gortbrough continuos informal education

and short courses organised by tBducation Department after their appointment as
headmasterdAll these schools have similar problems in terms of the physical condition

of the schools. The buildings are old and do not have a corsstpply of water. Their
source of water is from the gravity feed connected from the village water pipe line.
Besides that, some of these schoate connectedby telephone because there is no
infrastructurenade availabléy theservice provider

Based o the 2010 UPSR results, it shows that the result varies from one school to
another school ranging from 46.67% to 76.29% and only eleven students out of 153
students manage to get straight AOGs 1in the
respectiveschools by following the principles of instructional leadership, then their
UPSR resultsvould haveshown a better result.

I n Mal aysian school sdé today, the princi
leader in the school. As an instructional leatteeheadmastarshould be able to lead the
team in the school not only academically, but, in all asp&tis.teachers look upon the
headmasters as leaders for encouragement, as they discharge theedgisg the
young children

The principal is rpected to provide the appropriate leadership which will assist
teachers in theefforts to provice quality and ugto-date educationAccording to
Sergiovanni (2005)he knowledge about teaching and learning and ability to share these
insights with teacherss a key factor in any good principal selection procédse
principal must havea positive and strong relationship between effective instructional
| eadership behaviors exhibited by principal

The National Education Philosophy (REwants to produce a balanced outcome
for the students after completing their schooling years in terms of physical, emotion,
spiritual and intellect. Thus, this makes headmasters and teachers face a huge task in
order to follow the principles of NEP. Tlefore, the headmaster must possess a good
leadership quality to ensure that teachers are committed to their jobs. Besides that, the
NEP becomes the beacon to headmasters and teachers in ensuring that planning and
implementing education policies is on trakoutlined in the NEP.

Other problems faced by these schools are the number of teaching periods per
week. Some teachers had to teach at least thirty periods per week and each period last
half an hour. Some headmasters also teach more than eighteeis periateek besides
having to do clerical work and also managing the schools. Besides that, some teachers
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are teaching subjects that they are not trained for because there is a mismatch in all the
schools compared to the real needs of the schools. Thtisesé problems could had an
impact on the performance of the schools.

Literature Review

Instructional leadership consists of principal behaviors that set high expectations
and clear goals for student and teacher performance, monitor and provide feedback
regarding the technical core for teaching and learning in schools, provide and promote
professional growth for all staff members, and help create and maintain a school climate
of high academic press (Edmonds, 1979; Bossert, Dwyer, Rowan and Lee, 1982,
Hallinger and Murphy, 1985; Murphy, 1990; Weber, 1997; Blasé and Blase, 1999).

Furthermore, Hoy and Hoy (2003, p. 2) t el

communicate a clear vision on instructional excellence and continuous professional

development consistemti t h t he goal of the i mprovement
Todaybés educational administrators must

can attain higher achievements. Butiates, principals are busy with all the diayday
responsibilities of ruming their schools that they do not seem to have enough time to
practice instructional leadership. According to Smith (2009), Sheppard (2006) and

Murphy (2007) Al nstructional | eadership 1is
staff development anducriculum development that facilitate school improvements and
i nteractions between | eaders and foll ower s

the principal, which constitute instructional leadership that provide staff development,
encourage risktaking and require justification of practices. The ultimate goal of
schooling is learning on the part of the students. The knowledge they learn, however,

depends on the teachersd6 performance, whi c|
commitment, pp f essi on al gr owt h, school environmen
innovativeness. All these factors are either directly or indirectly linked with the

principal ds actions or Il nactions. Accordirr

instructionalleadership behavior at both the elementary and high

The role of instructional leader is a relatively new concept that emerged in the
early 1980s, influenced largely by research that found effective schools usually had
principals who stressed the importanof leadership. In the first half of the 1990s,
attention to instructional leadership seemed to waver, displaced by discussions of school
based management and facilitative leadership (Lashway, 2008) Recently, however,
instructional leadership has made @meback with increasing importance placed on
academic standards and the need for schools to be accountable.

In past few years, a number of researchers have developed theoretical frameworks
of instructional leadership roles of school principals, contrigutto the clearer
conceptualizations of the term. The works of Bossert, Dwyer, Rowan, and Lee (1982)
may be considered pioneering efforts directed toward a deeper understanding of
instructional leadership roles of a school principal. These researchersseraghaiat a
school principal, through his or her activities, roles, and behaviors in managing school
structures does not affect student achievement directly, in the ways the teachers do.
However, classroom teachi ng masuchlassetingi mpac:
and clearly communicating hi gh expectatior
instructional performance, evaluating student progress, and promoting a positive teaching
and learning environment.
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Over the past decades, several cotn@nsive reviews have been conducted of the
literature on school administrators and their roles in schooling. The findings of these
reviews will be presented chronologically, not by their importance. As the notion of
educational leadership style evolvedotingh the past decades, so did the research of the
impact of the school leaders style on the school. At the time when the idea of
instructional leadership became dominant, a number of researchers conducted empirical
studies in an attempt to determine if timstructional leadership roles, behaviors, and
activities practiced by school leaders may be correlated with school outcomes. The large
wave of research on instructional leadership occurred in 1980s and 1990s.

While most would agree that instructionaldesship is critical in the realization
of effective schools, it is seldom prioritized. (Strodgill, 1974) stated that among the many
tasks performed by principals, only etemth of their time is devoted to instructional
Leadership. Among the reasons cifedgiving less emphasis to instructional leadership
are lack ofidept h training, |l ack of ti me, i ncr ea
perception of the principalds role as that
leaders seek a balancetheir role as managadministrator and instructional leader.

Instructional leadership differs from that of a school administrator or manager in a
number of ways. Principals who pride themselves as administrators usually are too
preoccupied in dealing Wi strictly managerial duties, while principals who are
instructional leaders involve themselves in setting clear goals, allocating resources to
instruction, managing the curriculum, monitoring lesson plans, and evaluating teachers.

Fullan (2005) in shorstated that instructional leadership reflects those actions a
principal takes to promote growth in student learning. The instructional leader makes
instructional quality the top priority of the school and attempts to bring that vision to
realization.

The definition of instructional leadership has been expanded to include deeper
involvement in the core business of schooling, which is teaching and learning currently.
DuFour, (2007) emphasized shifts from teaching to learning, some have proposed the
termniihgateader o over Ainstructional | eader

The National Association of Elementary School Principals in USA (2001) defines
instructional leadership as leading learning communities, in which staff members meet on
a regular basis to discuss their work, coli@e to solve problems, reflect on their jobs,
and take responsibility for what students learn. In a learning community, instructional
leaders make adult learning a priority, set high expectations for performance, create a
culture of continuous learningfo adul t s, and get t he commun
success.

According to Blase and Blase (1999) specific behaviors of instructional
leadership, such as making suggestions, giving feedback, modeling effective instruction,
soliciting opinions, supportingodlaboration, providing professional develop providing
professional development opportunities, and giving praise for effective teaching.

Methodology

The research instrument namely a questionnaire with multiple answers is used in
this study which was modédd from the pilot test study. The questionnaires are in
Engl i sh, contains statements on the headms
variables in attempts to investigate the r
| eader s hi p commitnent ie sclooblsir Baw District. A five point Likert scale
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are used because it allows accurate assessment of opinions, which are often
conceptualized in terms of gradation. This scale is commonly used to measure responses
and allows respondents trpress the degree of their opinion

This questionnaire contains 42 items basically to obtain information on the
respondent 6s demography such as gender, t e
tenure under the cur r en tageh iastruttiorakldadershipaoh d t h e
the headmaster and teachers commitments. Before the questismmaigradistributegit
was pilot testedThe resul of the pilot test for articulating vision and values is 0.837,
understanding of pedagogy is 0.880, erstianding of development and maintenance is
0.760 and lastly strategic orientation to plan is 0.740. While for teachers commitments is
0.704. The results indicate that all the items in the five constructs are reliable and
acceptable due to internal istency.

The population consist of all the teachers and headmasters in the Jagoi Zone in
Bau District comprising of six schools with a total of 95 teachers. However, for the
purpose of this study only 74 teachers were selected which is equivalent tof 7b&6
population were selected as samples to response to the questionnaires. Only teachers who
had served more than a year with their current headmaster are chosen. This is to ensure
that teachers really understand their headn

Findings and Discussions

Headmastersod6 I nstructional L
This section el aborates t
four subtopics and are described accordingly.

Articulating Vision and Values

The first element in headmast irsstéuctional leadershif articulating vision and
values. Articulating vision and values is a major variable in instructional leadership. An
exploratory factor analysis (EFA) was calculated to determine the validity and reliability
of the items in th construct. The findings in Table 4.2 show thwet variable exceeded
the acceptable standard of Kais¢éde y er Ol ki nds value at 0. 836
0.505 at twetailed analysis for 95 percent confidence level. This is supported with

significant] e v e | in Bartlettds test of Sphericit
value, which recorded larger than 1 at cumulative percentage of. 7/&ddly, the
reliability factor recorded the Cronbachos

determining the instructional leadership among respondents. From the findings, it can be
inferred that all the items in the construct are reliable.

Table 1: EFA Result for Articulating Vision and Values

Eigen
Construct Bartlett Value [Cr onbg
KMO Test of
Sphericity | (Cum- | Alpha
p y %)
Component foArticulating vision | 0.836| 270.74 75.45 0.918
and values

Based on the statistic analysis, as shown in Table 4.3, the entire mean scored were
higher than 3.5 for each statement in articulating vision and valuesrglefis means
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that the majority of the respondents are giving positive feedback to the given statement.

For exampl e, t hEhestadomelnds swaiysingn 6hel ps m
recorded mean and standard deviation at 4.00 and .811. Thiggfiidstrate that the
school 6s vision is an important factor tha

fields. The statement that stafesST he headmasters uses past ex
future prsoogedmeama 3.88 with almost titird of them claimed either
6oftendé or Oalways. Academic performance i g
the school because they are the product of the headmaster and teachers who trained the
students for better achievement. The inabilittoh e headmasters to art
vision and values in the right direction, the school would not be having any real
objectives to pursue and this couldrdetivate teachers.

Table 2 : Distribution of  Standard Deviation, Mean and Percentage of
Articulating Vision and Values

Percentage
[72)
£
Statement SD Mea e S = 0
n ) (@] () c (%\
> = e Q =
() Q (@] = =
pd N N O <
6 . The school
my 0.86 396| 14 | 1.4 | 27.0| 405 | 29.7

current headmaster is eas) 7
to understand.
7. The strategies to achieve

the ) | 9981391 14| 54 | 243|392 29.7
shool 6s Vvi si 9
understood.

8. The school 081

me to 1 400| 14 1.4 | 20.3| 50.0| 27.0

focus on my job.
9. The headmaster uses pas 0.92
examination results to plan 388 | 2.7 | 4.1 | 20.3| 48.6| 24.3
future programmes.

10.Theadmaster discusses
with 0.92

other teachers to evaluat{ 1
school 6s pr
[N=74, Mean= 3.97 & SD=0.844]

397| 14 | 6.8 | 149 | 47.3| 29.7

Understanding of Pedagogy

The second element of the instruction@adership style is understanding of
pedagogy. The EFA is used to determine the dominating factor in instructional leadership
in Understanding the Pedagogy construct. fdsilt of the analysis is shown in Table
4.4. The findings exceeded the acceptablandard of KaiseMe y e r Ol kinds va
0.827 which is greater than of 0.5, whil e
the Eigen valueisat 7509 Lastly, the reliability factor
Alpha value at 0.915. Thegedicate that understanding the pedagogy by the headmaster
is part of the determinant factor in instructional leadership but at lower degree compared
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to OArticulating Vision and Valuesbo. Based
items in thisconstruct are reliable.

Table: EFA Result for Understanding of Pedagogy

Construct Bartlett Eigen Value| Cronbach
KMO Test of (Cum. %) | Alpha
Sphericity ' P

Component folnderstanding of

0.827 264.22 75.09 0.915
pedagogy

In addition, further analysis usirthe Mean and Standard Deviation shows that.
AEnsuring that t bbgectivie énaclads ésrimdlime wlithe ther academic
0 b j e chasithe dighest mean score of 4.05 with a standard deviation of 0.874 and this
is followed byi Ev al uat e eatniagaabjective &cs that is the same as the
nati onal which has ameanwid®0 and a standard deviation of 0.891. (table
4.5)

Besides making sure that learning objective is in accordance with the national
curriculum, a headmaster must afsarticipate actively in maintaining that the teaching
quality of teachers, playing an active role in selecting learning materials and also
ensuring subject panels are functioning properly. All these statements has a mean of
above 3.97 with a standard deioa of 0.799. A headmaster who understands pedagogy
helps in the teaching process in class.
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Table: Distributions of Standard Deviations, Mean and Percentage on
Understanding of Pedagogy
Percentage
[72)
£
Statement SD Mea - S = @
n o o Q c ©
> k=) £ [} =
(5] ¢} @) = =
z n n O <
11. Ensure that
!earnlng_ objective in class is| 0.87 205! 14| 271 1891 432| 338
in line with the 4
academic objective.
12. Eval uate t e
objectlve_sothatltlsthesarr 0.89 200! 14 | 41| 189|246 311
as the national 1
curriculum.
13.0bservetgachersteachlng|r 0.77 362 | 0 68 | 351 | 473| 108
class consistently. 1
14. Play_anactlve_rolelnchoosm 0.93 354 | 27| 95| 324|419| 135
learning materials. 9
15. Ensqrethatallsubjectpanels 0.92 393| 14 | 411 257|378 311
function properly. 6

[N=74, Mean= 3.97 & SD=0.799]

Understanding and Development of Maintenance

Understanding of development and maintenance is the third element of
instructional leadership. The results for the lergtory factor analysis for the third
construct O6Understandi ng o hownénviabled.frhee n t
variable exceeded the acceptable standard of Kiigey e r Ol kinds val
compared to the mentioned earlier construct, aB@® ffowever is higher than of 0.5.

an
ue

(

Meanwhil e, the Bartlettdés test of .Spdherici!t
the Cronbachés Alpha is at O0.741. Hence, i
construct of 6Undeards taaredirred itatbd eDevel opmen

Table: EFA Result for Understanding of Development and Maintenance

Construct

Bartlett

Eigen

KMO Test of Value Cerln?]ZCh
Sphericity | (Cum. %) P
Un_derstandlng of development an 0.786 217.82 22327 0741
maintenance

The overall result®f the Mean and Stand Deviation analysis of the construct
Understanding of Development and Maintenance is shown on Table 4.7. The mean score
for this construct is recorded at 3.65 with a standard deviation of 0.691.The statement

10
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Support activities aaied out by the teachers that contribute to the academic success of

t he s bas a méand of 4.16 with a standard deviation .861 and this is the highest
score. This followed byi St at e a hi gh academic expectat
s t u d evhch baea mean of 4.14 and a standard deviation of 0.84%Do not

support teachers who performed excellently to get promoted for fear the school would

| oose t hehas anseanrolv2.34 and this is the lowest under this element. This

could be because theament is written in a negative form and in a positive form it

shows headmasters the schools used in this study are very supportive if teachers in the
school get promoted. The conclusion drawn is that in order for schools to improve
academically, the delapment of staff and students is very important.

Table: Distribution of Standard Deviation, Mean and Percentage Understanding of
Development and Maintenance

Percentage
€
Statement sp | Mea| _ | E < c | £
n 1l = |€ g g
() =
Z | 3138l 6 | =
16. Ensur e dtheiat085
reflection at the end of each 6 408 | 1.4 | 1.4 | 20.3|419| 35.1
lesson.
17. Ensure that remedial and
enrichment
programmes that are given to 0.81 382 14 | 54| 189|581 16.2
students 7
are based on the results of th
test.
18. Give merits to teachers who 0.94
are 0 347 | 54 | 54 | 35.1|446| 95

excellent in their work.

19. Do not supp
performed excellently to get | 1.32 234 |405] 122 2841 108! 8.1
promoted for fear the school 7
would loose their services.

20. Support activities carried out
by the

teachers that contribute to the OfG 416 | O 4.1 | 17.6 | 36.5| 41.9
academic success of the

school.

21. State a high academic 0.84

expectation to 9 414 | 1.4 | 0.0 | 21.6 | 37.8| 39.2

be achieved by the students.

22. Give merits to students who | 0.89
excel academically. 6

393 | 14 | 2.7 | 27.0|39.2| 29.7

[N=74, Mean= 3.65 & SD=0.691]

11
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Strategic Orientation and to Plan

Strategic orientation and planning is also an important elementtrsiatisnal
leadership. The results for exploratory factor anlysi®f&t r at egi ¢ Oris ent at i
shown in Table 4.8The variable exceeded the acceptable standard of Kédesyer
Ol kinéds value at slightly hi ghopment@owdmpar ed
Mai ntenance6 at 0. 808. Meanwhi |l e, the Bart
Eigen value at of 55.7@and Cr onbachdés Al pha value 1is at
study shows that the 6Strat egiogandtheretoret at i or
all the items in the construct is reliable and valid.

12
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Table 4.8: EFA Result for Strategic Orientation to Plan

Construct Bartlett Eigen Value| Cronbach
KMO Test of (Cum. %) | Alpha
Sphericity ' P
Component foStrategic orientation 0.808 164.64 55.79 0.793

and to pla

Based on the results from Table 4.9 about strategic orientation and to plan, the
mean score for the five statements is 3.65 with a standard deviation of®.F01i.f or m al |
teachers, parents and students about school academig tehaaisdthe highest mean score
of 4.24 with a standard deviation of 0.873. This followedrbyg e t a higher ac
target than t he withuameannof 4.18 anld a stan@ard eleviation of
0.834. Thus, a school would improve if headmastersedimate information to all the
concerned parties about the school 6s acad:
ensure that target plans are possible to achieve because the result shows some of the
target plans are impossible to achieve when 39.2% ofefigondents says target plans
are impossible to achieve.

Table: Distribution of Standard Deviation, Mean and Percentage of Orientation
and to Plan

Percentage
z w pg O <
Statement D ean _ g % 0
ol =| € g| S
(¢} () o un = =
Plans and implements
the curriculum programmes. | .899| .99 4 41 6.2 73] 9.7

Set a higher academic taj
than the current achievement.| .834 .18 4 T 08| 73| 7.8

Ensure that the sch
academic is easily translatg
into the learning objectives | .751| .89 4 0| 57| 41| 89
the classroom.

Inform all teachers, pare
and students about the sch

. .873| .24 4 A A | 19| 46
academic target.

Target plans are impossi
to achieve. 067 .11 | 08| 22| 92| 11 .8

[N=74, Mean= 3.65 & SD=0.701]

4.3 Teachersd Commitment s
The results for exploratory factor analysisfoe ac her s 6 ishawmint me n't
Table 4.10 in which theKaiserMe y e r Ol kinéds is 0.753 with

13
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Sphericity at 517.55 and the Eigenuais at of 55.79. Thér onbachdés Al pha v.
0. 658. Based on the results we can infer t
reliable and valid

Table 4.10: EFA Result on Teachers Commitment

Construct Bartlett Eigen Cronbach
KMO Test of Value Albha
Sphericity | (Cum. %) P
Teacherso Commit|9-73] 51755 75.14 0.658

Table 4.11 shows the findings of the s
commi t ment . The item on Al pl edge my full
highest mean scerof 4.28 with a standard deviation of 0.580. This is followed by a m
proud to tell other people that | work inh i s  sithhaanedn &core of 4.23 and a
standard deviation of 0.608.Wor ki ng ilnst hieal bghmeaanndi niig f u |
have aense of bel on g ihasghe same nieani of 4.28 and @ sthndard
deviation of 0.609. The teachers who are respondents in this study are happy with their
headmasters who are instructional leadership leaders.

Although respondents are happy witheit present school they do not
intend to teach in the school until they retire or do not want to stay late in the school

frequently. That statement that shows this type of trendfidre s houl d not | e
school although | may gain something if | mowed twibich has a mean of 2.64 and a
standard deviation of 0.837 and afsd f e e | guilty i f 1 ask for

with a mean of 2.64 and a standard deviation of 0.845.e avi ng t hi s school
tom® and this st asttmeanef2.045 and a standare deliationef 0.995.

These shows that although they want to move out of their currently school they would

still find something are missing in their lives.

Headmasters who adopts instructional leadership style will be able to

enhance teacher6s commitment and able to
service.
Tabl e: Di stribution of Standard Deviati or

Commitment.

Percentage
Mea |Z 8| & =
Statement SD r(]aa g, 5 5| g g §§
5.9 @ S O =) =)
naol O O] < [n<
28. | feel this school as part of 0.63
my 7 4.24 10.8| 54.1 | 35.1
family.
29. Working in this school is 0.60
really 9 4.23 14 | 54 | 62.2 | 31.1
meaningful to me.

14
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30. | have a sense of belongin

to this O';O 4.23 95 | 58.1 | 324
school.

31. I am proud to tell other 0.63
people that | work in this 1 4.28 27 | 1.4 | 60.8 | 35.1
school.

32. | am happy to work in this 116

school 2 351 |54 |16.2| 21.6| 351 | 21.6
until | retire.

33. | pledge my full 0.80
commitment to th 9 395 14| 41 | 149]| 581 | 21.6
Headmaster.

34. | pledge my full 058

commitment to O 4.34 54 | 55.4 | 39.2
achieve the

35. | do not care what happen;

to this 0.97
school if | am transferred 8 2.05)29.71 4731 1351 68 | 2.7

out.

36. Leaving this school is not 4 0.99 2451135 459| 284| 68 | 54
loss to me. 5

37. Staying longer hours in 0.90
school is a must that | like tg 5 3.05| 27 | 257|39.2| 284 | 41
do everyday.

38. Other schools might not

give the 1.02
benefits that | ey in this 5 293 | 1.4 | 43.2|243| 23.0| 81

school
now.

39. 1do not_hfa_ve any sense ofl 0.83 178 |a19| 4191 135| 14 | 14
responsibility to this school| 2

40. | should not leave this

although | - 0831 564 41 |473]20.7| 189 | 0.0
may gain something if | 7

move out.

41. | feel guilty if 1 ask for 0.94

transfer . 264 | 6.8 |446|31.1| 135 | 41

. 5

transfer from this school.

42. | like to attend courses 0.76

realted to 7 3.99 41 | 17.6| 54.1 | 24.3

my work.

[N=74, Mean= 3.32 & SD=0.471]

15
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44  Test Results of Research Hypotheses

There are four research hypotheses that will be tested in this study which had
earlier been formulated in Chapter One. Pearson Correlation is employed to test for the
research hypotheses which determine the relatipnisbiween the variables. The first
hypothesis determines the relationship between the ability of headmasters to articulate the
vision and values and teachers commitments

Hi: There is a significant relationship in the ability of a headmaster to articulate
vision and values on teacherso

The results in Table 4.12 shows thatth®.126 an¢=0.286. These indicate that
there is a significant difference between the ability of a headmaster to articulate vision

and values with

t heisa 1d ib &cceptéd berauserthie signiécant level T

of p>0.05 at 95 percent confidence level for #&ded analysis. From the results of this

hypot heses i ndi

cates

headmast er s o6 evlsionlandtvgluest o

Table 4.12: Result for H: There is a significant relationship in the ability of a
headmaster to articul ate

vi sion and

Commitment

Teacher gArticulating

Vision and Values

Teachers Commitment
Pearson Correlation Sig.-(2iled)
N

1

74

0.126
0.286
74

v al

commit ment .

t hat t he teacher so
articul at

ues

The second hypothesis tested in the study is to determine the relationship between
understanding of the pedagogy by headmasters in the Jagoi zone primary schools in Bau
District and teachers commitments. The second hypothesis is:

H,: There is a significant relationship on the understanding of pedagogy by a

headmaster on

teacher so

commit ment .

The results in Table 4.13 of the Pearson Correlation shows that r=0.082 and

p=0.490 and he significant level is higher than 0.05 at 95 percent confident level.
Therefore, H have is accepted due to the significant level at p>0.05 at 95 percent
confidence level for twdailed analysis. The results of,Hs h o ws

t hat

commitment is inflenced by the understanding of pedagogy by the headmaster, therefore

the hypothesis can be accepted.

Table 4.13 : Result forH,: There is a significant relationship on the understanding
headmaster on teacherso6 c

of pedagogy by a
T e ac her| Understanding of
Commitment Pedagogy
Teachers Commitment Pearson 1 0.082
Correlation Sig. (2ailed) 0.490
N 74 74
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The third hypothesis which this research project wants to establish is the
relationship between uedstanding and development anmaintenance Y the
headmasters in the Jagoi zone in Bau District on teachers commitment. The third
hypothesis is:

Hs: There is a significant relationship in understanding development and
mai ntenance by a headmaster on teacherso

The results in Table 4.14 ®hs that r= 0.228 and p=0.05 at 95 percent
confidence level for twaailed analysis.klis rejected because the p=0.05. The results
show that teacherséo commit ment i s not i n
understanding development and maintenancereidre, the hypothesis can be rejected.

Table 4.14: Result for Hsz: There is a significant relationship in understanding
devel opment and maintenance by a headmaster

Teac her| Understanding of
Commitment development and
mainterance
Teachers Commitment Pearson 1 0.228
Correlation Sig. (2ailed) 0.05
N 74 74

The final hypothesis determines the relationship between the headmaster

strategic planning and ability to plan on t
Ha: There is a significant relationship on
ability to plan on teachersd commitment.

The result in Table 4.15 shows that r=1.62 pr@.167 and the p value is higher

than 0.05 which means there is a significa
pl anning and ability to pl aisaceeptddbecausethe her s &
significant level of p>0.05 at 95 percertnfidence level for twaailed analysis. The

results show that teachersd commitment i s

ability of their headmasters.

Table 4.15 : ResultforH,;, There i s a significant relati
strategicp | anning and ability to plan with teach
T e a ¢ h e r| Strategic Orientation
Commitment and to plan
Teachers Commitment 1 0.162
Pearson Correlation Sig.-{@iled) 0.167
N 74 74

4.5 Summary of the Hypotheses Test

Table 4.16 is a summary of the Pearson Correlation test for the four hypotheses.
Hi, n2 and H, are accepted because all these three hypotheses have a p value of more than
0.05. Only H is rejected becae p = 0.05. From the result, we can infer that there is a
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relationship between a articulating vision and values, understanding of pedagogy by a

headmaster, and a
commitment.

headmaster 6s

Table 4.16 : Sunmary of the Hypotheses Test

strategic

Hypotheses r value p value Results

Hi: There is a significant relationship in
the ability of a headmaster to 0.126 0.286 Accepted
articulate vision and values on p >0.05
teachersd commitm

H,: There is a significant rationship on
the understanding of pedagogy by a| 0.082 0.490 Accepted
headmaster on p>0.05
commitment.

Hs: There is a significant relationship in
understanding development and | 0.228 0.05 Rejected
maintenance by a headmaster on p=
teachersd commitm 0.05

Hs: There is a significant relationship
bet ween headmast|0.162 0.167 Accepted
planning and ability to plan with p>
teachersd commitm 0.05

Conclusions

The findings of this study reveal that headmasters in timeapy schools in the
Jagoi Zone in Bau district do apply instructional leadership in managing their schools
since all the elements in instructional leadership showed a mean of >3.60 with
articulating vision and values and understanding of pedagogy mesm of 3.97. Four
hypotheses were tested to determine the relationship of the headmasters instructional
leadership styles with teachers commitments. The findings of this study show that the
headmaster who articulates the visions and values of the schaslssignificant

relationship with

teachers

commi

t ment . | n

pedagogy and strategic orientation to plan also indicate a positive relationship on teachers
one hypo tahteekiiosshig betaweden i s AT

commi t ment . Onl vy
under standing dev

el opment

and ma i

ntenance

c o mmi t mas rrdjeoted because it has a p value of 0.05, which mean there is

significant relationship respectively
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Introduction

1.1 Background To The Study

Over the years, the objectives of monetary policy have remained the attachment of
internal and external balance of payments.

However, emphasis on techniques/instruments to achieve those objectrees ha
change over the years. There have been two major phrases in the punsuihetdry
policy, namely (Beforeand after 1986). The first phase placed emphasis on direct
monetary controls, while second relies on market mechanism.

Analysis of institutionag r owt h and structure indicate
grew rapidly in the mid 1980s to 1990s.

The number of commercial banks rose fra@&in 1986 to64in 1996 and declined
to 51in 1998, while the number of merchant banks rose from b2y 1980to 52 in
1991 and subsequently, declined&in 1998. In terms of branch network, the combined
commercial and merchant bank branches rose fr@23in 1985 t02,549in 1996. There
was also substantial growth in the number of-hank financial instittions, especially
insurance companies.

The economicenvironment that guided monetary policy before 1986 was
characterized by the dominance of the oil sector. In order to maintain price statuility a
a healthy balance of paymepbstion, monetary managemt depended on the use of
direct monetarynstrument such as: credit contsalective credit controls, administered
interest and exchange rate as well as prescription of case reserve requirements and special
deposits.

The most popular instrument of netary poliy was the i ssuance
r at i q@uidelimes &hich primarily set the rate of change for component and aggregate
commercial bank and loan and advances to the private sector. The sectorial allocation of
Bank in CBN guidelines was to stimuta the productive sectors and there by stem
inflation pressures.

The fixing of interest rates at relatively low levels was due mainly to promote
investment and growth. Occasionally, special deposits were imposed to reduced the
amount of free reserves aackdit creating capacity of the banks in the mid 1970s on the
basis of their total deposit liabilities, but since such cash ration were usually lower than
those voluntary maintained by banks, they forced less effective as restraint on their credit
operatons.

The structural adjustment programme (SAP) was adopted in July, 1986 against
crash in international oil market and resultant deteriorating economic conditions in the
country. Itwas designed to achieve fiscahbility by altering and restructurinthe
production and consumption patterns of the economy, eliminating price distortions,
reducing the heavy dependence on crude oil exports and consumer goods imports
enhancing the non oil export base and achieving substantial growth.

In line with the @neral philosophy of economic management under SAP.,
monetary policy was aimed at inducing the emergence of a market oriented financial
system for effective mobilization of financial savings and efficient resource allocation.
The main instrument of a arket based framework is the open market operation,
complimented by reserve requirements and discount window operations.
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Effective against 1990, the use of stabilization securities for the purpose of
reducing and buldging size of excess liquidity in bawks reintroduced.Commercial
banks Cash reserve Requirements was increased in 1989, 1990, 1992, 1996 and 1999.

By way of inducing efficiency and encouraging a good measure of flexibility in
Obank <credit operationsao, veld.eConsequepntly, thé or y e
sectorspecific credit allocation targets were compressed into four sectors in 1986 and to
only two in 1987. From October, 1996, all mandatory credit allocation mechanism were
abolished. The commercial and merchant banks were sedhjecequal treatments since
their operations were fund to produce similar effect on the monetary process. The
liquidity effect of large deficits financed mainly by the bank led to loan acceleration of
Omonetary and credit 0to stipugtedetaygets and perfonmaric® 9 8 r
in the preceding year. Outflow of funds through CBN weekly foreign exchange
transition at the Autonomous Foreign Exchange Market (AFEM) and, to a lesser extent of
open market operation (OMO) exerted some moderatfagte

1.2 Statementof Problem

From the midL 9 7 Gt besame increasingly difficult to achieve aims of monetary
policy measuresleading to unpredictable fluctuations in the level of bank credit
Generally, monetary policaggregates government fiscal déficGDP growth rate,
inflation rate and balance of payment position moved to undesirable directions.

Compliance by bank with prudential creditideiines was less than satisfactory
this led to the enactment of several other guidelines, agencies, iosstwil in a bid to
savage the situation.

The way or source of problem which was the nature of monetamyroto
framework, relied heavilyon credit eilings and selective credit controls which
increasingly failed to achieve monetary targets and implatientless effective with
time.

The major source of problerin monetary management were the nature of
monetary control framework, the interest rate regime anehaomonization of fiscal and
monetary policies. The main thrust of this study shall bevéduate the effectiveness of
CBN6s monetary policy over the years. This
to which the monetary policies have impacted on the growth process of Nigeria using
Obank creditd as a yardstick.

1.3  Objective of the Study

The main objective of the study is to empirically assess the impact of monetary
policy measures on bank credit in Nigeria.

The specific objective of this study are to:

I. examine the relationship between monetary policy and bank credit in

Nigeria

II. examine how déctive the various monetary policies have been in the
Nigerian financial system.

lll.  critically examine if there is a directlationship between monetary policy
and bank credit in Nigeria.

IV. assess the overall effect of monetary policy on economic development
Nigeria
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1.4 Research Questions

1. Is there a relationship between monetary policy and bank credit in
Nigeria?

2. How effective are the various monetary policies in the Nigerian financial
system?

3. Is there a direct relationship between monetary policy and b@aukt in
Nigeria?

4. How has the effect of monetary policies affected economic development
in Nigeria?

1.5 Statement of Hypotheses

The reseah hypothesethat would be tested in the cause of this research work
will include the following:

Hypothesis 1
Ho: Monetary policyinstruments do not have a direct relationship with bank
credit.

Hi: Monetary policyinstruments have a direct relationship with bank credit.

1.6  Significance of the Study

The significance of the study to the academic environment includes:

The study would provide an economic basis upon which to examine the impact of
monetary policy measures on bank credit.

It would provide an objective view of the impact of monetary policy measures on
bank credit and economic growth.

The study will emphasizene crucial role of monetary policy measures on flow of
credit in the economy among others.

1.7  Methodology of the Study

The econometric method be employedsthe ordinary least square (OLS), the
choice of statistical data analysis would be the regresselgsas

The model to capture the impact of netery policy on bank credit will be stated
in the course of the research workith the independent variables as: Reserve
requirement, interest rate and credit control. While the independent variable will be the
bank credit (pan and advances).

The study will rely on secondary data, serves as analysis for the relevant data shall
be collected majorly from the Central Bank of Nigeria including relevant publications
and theNational Bureau of Statistic.

1.8  Scope and.imitation
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The economy is a large component with a lot of diverse and sometimes complex
parts, therefore the study will only consider some of the monetary policy measures.

The scope of this study covers between 12000, within this limit the objectives
of the study will be achieved.

The research work will consequently be limited to 22920 and reliability of
data acquired from Central Bank of Nigeria.

1.9 Plan of the Study

Thisresearch work will be categorized into five chapters:

Chapter One, The Introdtion will give a brief detail insight and brief historical
background into the operation of monetary policy and how it has affected bank credit in
Nigeria.

ChapterTwo, The literatureReview will include detail historical background of
the study, past @hmost recent changes made by the monetary authorities in Nigeria. It
will also include conceptual, theoretical and empirical framework.

ChapterThree, TheResearch Methodologgntails the formulation and statement
of the model to be used in the researchkwy

Chapter FourData Presentation and Analysisll involve detailed analysis by
making use of a multiple regression model to ascertain the extent to which monetary
policy affect bank credit.

Finally Chapter Five will entail the Summary, Findings, Gdasion and
Recommendationsf the research work.

1.9 Definition of Terms

Monetary Policy: Policy designed to contrdhe volume, cost and directiayf
money and money supply in the economy

Interest Rate: Rates set by the Central bank that gsitée giving out of loan and
advances.

Reserve Requirements:Central Bank of Nigeria may require deposit money
from banks to hold a fraction of their deposit or deposit with the CBN

Credit Control: Are guidelines that set the rate of change for aggregate bank loan
and advances.

Bank Credit: Refers to the amount/quantity of liquid cash that commercial banks
deposit money banking institutions have at their disposal to grant out loans and advances
to customers and leaders.

2. Literature Review

2.1  Historical Background of the Study

The CBN has since 2002 adopted a medium term monetary policy framework to
free monetary policy implementation from the problem tiofie inconsistency and
minimize overreaction due to temporary shocks. However, periodic amendments are
made o take policy guidelines in the light of development in the financrabrket and
performanceof the economy during the period under review. Thus, in 2005 some new
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ref or ms wer e i ntroduced as 6amendment s and
policy circdar no 37.

Under the West African Monetary Zone Exchange Rate Mechanism (ERM)
arrangements, member countries are required to maintain a band @06/ however,
given the appreciate level of external reserves and the nature stability ofdina
exchamge rate which are achieved in 2004: the CBN seek to maintain a narrower a
narrower band of +3.0% during the curse of 2005. The band is intended to anchor
expectations and to enable investors and end users of forex to plan and to minimize
transaction cost

Interest Rate Policy

Over the years, the spread between bank deposit and leat&sghias remained
unacceptablywide with adverse implications for savings mobilization and investment
Promotion with the decliningrend in the rate of inflation, there m® justification why
the MRR should be currently fixed at 15.0%, when the year on year inflation rate for
December 2004 was about 9.5%. The CBN is moving to a regime of more active
monetary policy, with decision on interest rate regime reviewed evertequa

The CBN shall henceforth anchor its Minimum Rediscount Rate (MMR) on the
yearon-year inflation rate adjusted for seasonality which reflect the current fundamental
policy changes in the economy; as opposed to the traditional practice of anchering t
MRR on the 12 month moving average rate of inflation which reflect both current rate of
inflation which reflect both current and past policy errors. Accordingly, the MRR has
been reduced to 13% in the first quarter of 2005.

Whole Sale DutchAuction Forex Market (Das)

In order to deepen the foreign exchange market and ensure sustained exchange
rate stability, the CBN will establish a framework and guidelines for the introduction of a
wholesale Dutch Auction System after the successful completioreafettapitalization
and consolidation of banking industry by the end of December, 2005. Also the CBN
will ensure installation of requisite infrastructure to monitor banks opetigo$or the
effective implementation of DAS. The DASIll not only deepa the forexmarket but
will also assist in convergence of the DAS and the interbank exchange ranaindte
rateto seeking behavior by the authorized dealers

National Savings Certificate
To enhance liquidity management and ensure monetary staliie national
savings certificate (NSC) was launched in 2005.

|l tds expected that the issuance of NSC
savings as well as address the problem of excess liquidity in the economy on a more
sustainable basis.

Cash Reseve Requirement
(Two Weeks Maintenance Period)

The CRR will compliment OMO in ensuring that excess liquidity in the banking
system is minimized. The maintenance period of CRR averaged 8 weeks in 2004.
Consequently, it did not effectively serve the pwedor which it was intended. The
existing ratios of 9.9% remained in force in 2005.
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However, the maintenance period shall be two weeks. The computation of CRR
would be based on each banks total deposit liabilities (i.e. demand, savings, and time
depositof both private and public entities), corporate of deposit, and promissory notes
held by norbank public and other deposit items.

Public Sector Deposit

Consistent with its traditional functions as the barrier to the federal government,
the withdrawalof public sector funds from deposit money banks to CBN was initiated in
2004 to address the problem of excess liquidity in the banking system, and to encourage
the banks to mobilize savings from traditional sources other than the public sector. Its
brief implementation proved very effective liquidity management.

However, this measure was suspended because of apparent mixed signals which it
conveyed to the public at the beginning of the banking system recapitalization.

Settlement/Cleaning Banks

Seven (7)banks that met the requirements for maintaining settlement account
with the CBN were appointed and designat
and settlement functions for other banks with effect frdrAdril, 2004.

Cognizant to the need t@rovide collateral commensurate with the volume and
value of cleared items and the need to further enhance the settlement and clearing
systems of banking industry, the guidelines were reviewed in 2005.

2.2  Concept of Monetary Policy Framework

Over the pat two decades, the shift in the approach of economic management
from direct government control to markedsed policies has gained momentum, both in
the industrial and developing countries. The driving force has been the desire for
enhanced efficiency ithe mobilisation and utilisation of resources. In this context, an
increasing number of countries have embarked on comprehensive adjustment
programmes designed to promote a stable macroeconomic environment and provide
versatile institutional arrangementsaessary for a free market economy. An important
element of this adjustment process is the financial sector reform, which helps to establish
a solid foundation for effective implementation of the matdeeted monetary policy.

There are various transmissiomannels and mechanisms through which monetary
policy has affected economic activities by different schools of thought. The transmissions
mechanisms of monetary policy have been broadly examined under the monetarist and
Keynesian schools of thought.

The nonetarist transmission mechanism postulates that changes in the money
supply lead directly and without going through the financial market, to a change in the
real magnitude of money. Friedman and Schw&@i0® described this transmission. In
their view,an increase in open market operations by the Central Bank increases stock of
money, which also leads to an increase in Commercial Bank reserves and ability to create
credit and hence increase money supply through the multiplier effect. In order to reduce
the quantity of money in their portfolios, the bank and-bank seller would in the initial
stance purchase securities with characteristics equivalent to the ones sold to the Central
Bank. The increase in demand hig to price of such securitie¥hus though this
mechanism, the initial increase in money supply, involving the open market operations
stimulates activities in the real sector. On the other hand, the Keynesian view of monetary
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transmission is centered on the ability of changes in money supipifitence the cost of
capital through changes in short term interest rates. In this transmission, changes in the
money supply work through the financial market to affect the level of economic
activities.

According to Modigliani {993, he analyzed creddavailability theory by stating
that "interest rates charged to borrower by financial intermediaries are largely controlled
by institutional forces and should adjust slowly at best; and that the demand for funds is
accordingly limited not by lender's witigness to lend or more precisely, by the funds
available to them to beationed out among wowlde borrowers". Thus monetary
expansion includes banks to relax credit rationing and this result to an increase in
income from increase investment and consunmptwhile savings could rise sustaining
further investment through increasing the availabiliof loanable fund. The
transmission mechanism acts through increase in money stock, which in turn increases
effective demand, mainly investment partly becausehoftserm reduction in the cost
of capital and partly because of reduction in credit rationing and subsequently through
flow of financial savings.

Tobin's (1998 view of transmission mechanism, which involves portfolio
adjustment, is similar to that of timonetarists but which influences the cost of capital.
He pointed out that an increase in money supply leads to assets substitution between
corporate bonds, equities, commercial paper and banks deposits. He also indicated that
monetary policy affects thecenomy through liquidity constraints and credit control.
During periods of tight monetary policy characterized by high and rising interest rates,
which also reduce bank's ability to lend, loan administration favours prime customers
and business firms wha ithe process displace mortgage and consumer applicants. This
development he says is strong enough to reduce investment and consumer expenditure.

Oliner and Rudebush2Q05 analyze the use of bank and Hmenk debt
instruments in response to monetary pplaontraction and fund that there was little
change in the use of either. In which case, monetary contractions do not reduce the supply
of bank debt instrument relative to other sources of business funds. Rather, they find that
large firms crowd out smafbrms from credit market during periods of contractions in
monetary policy.

Borio (2006 investigated the credit channel of monetary policy by examining the
structure of credit to the negovernment sector in fourteen industrialised countries and
factors nfluencing it. He found out that the structure of credit was largely determined by
interest rate and factors affecting the availability of credit such as collateral value and
rationing, defined as fArefusal t o nedant as
interestandnon nt er est ter mso.

Gertler and Gilchrist (1991) established the existence of the lending channel by
studying the response of small manufacturing firms to changes in monetary policy. The
results of their analysis indicated that, in pdsiaf contractionary monetary policy, (i)
lending to small firms declines, (ii) small firms react more to geanin bankelated
aggregated.g. broad money) than large firms.

Benji Onyido 007 defined monetary policy as the action taken by the monetary
authorities usually the Central Bank to affect monetary and other financial conditions
through influence over the availability and cost of credit in pursuit of the broad objectives
of sustainable growth of output, price stability and a healthy balangeayhents
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position. The discretionary control of the money stock to him involves the expansion or
contraction of money and influencing interest rate to make money cheaper or more
expensive depending on the prevailing economic conditions and thrust of ptdieyent
further by classifying the instruments of monetary control into two broad categories
direct and indirect instruments. Under a system of direct monetary control, the Central
Bank uses some criteria to determine monetary, credit and interesstrogs that would
achieve the goals of economic policy. In a regime of indirect monetary control, the
monetary base (specifically bank reserves) is managed while the market is left to
determine interest rates and credit allocation.

In the words of Whitk s ey (1940) , Aimonetary control
restructuring the availability of credit than through increasing its cost, much more
through restraints on | enders than through

to curtail spending signidantly by limiting the availability of bank reserves without
raising significantly market rate of interest Also that monetary restriction will curtail
aggregate demand if the most extreme skepticism about interest rate elasticity of
borrowing and spendingyre justified.

According to Alan Griffths and Stuart Hall (1984), monetary policy refer to the
actions undertaken by the government in order to affect megnomic variables such as
output, employment and inflation, that is, they involve controllingotientity of money
in existence or its rate of growth either by controlling the supply of money or the demand
for money via the interest rate.

Shaw (1973def i ned monetary policy asthe@dany coc
monetary authority to changethea@ | i ty and availability or cc¢
(1952) defined it as the attitude of the political authority towards the monetary system of
the committees under its control.

According to Duncan and Sidrauski (1971) they said that government monetar
policy directly affect only the assets market given the assumption that savings are
insensitive to interest rate. While to William Gibson and George Kanfinan (1980),
monetary policy is view as Federal reserve actions designed to affect the tightness and
easiness of credit conditions and the behaviour of total money supply and money
substitution, that is bank deposits and other liquid instruments.

In the words of Anna Schwartz (1910), monetary tends to be cewyuiral -
rates typically rise dimg business cycle expansion and fall during contraction but
measured by money growth, monetary policy tends to beymiacal - money growth
tends to rise during expansion and fall during contraction and she went further by saving
that the Federal appesatio pursue a counter cyclical monetary policy.

Poole (1988) also went further by stating his own major instrument of monetary
policy, which are open market operation, discount window and reserve requirement. His
own economy was viewed from the Americamm@amy. He also gave what is known as
6Def ensi ve Open -Muichk &d Fedemalepurahbiseso and sales of
government securities to offset unwanted effects on bank reserves of a host of factors that
may change reserves and by changing reserves aiferest rate.

Vermon (1988) went further by giving another instrument known as Open Month
Op er a-t The nFederal attempts to influence the economy through policy
announcement, exhortations and sometimes extra legal pressure. And this has been use
espeially for difficult circumstance of high inflation and high interest rate. But for Carter
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(1989), he asked Central Bank to impose credit controls to put restriction on the use of
credit to buy cars and other items commonly purchased with borrowed funds.

In the words of Kim Jokomba and Kola Fasanu (1998), monetary policy was refer
to as the combination of measures designed to regulate the value, supply and cost of
money in an economy in consonance with the level of economic activity. They went
further by saing that it is difficult to link monetary policy actions directly with overall
economic performance not only because of the lags between actions and the outcomes but
also because of the effects of other economic policies; fiscal and income policy measures

According to Robert Rosa2Q003, monetary controls to aid economic growth
work much more through restricting the availability of credit than through increasing its
cost, much more through restraints on lenders than through reactions of borrowers.
According to his theory, it is possible to curtail spending significantly by limiting the
availability of bank reserves without raising significantly market rates of interest.
Although there is bound to be upward pressure on rates but he said that it is largely
incidental and that one cannot judge the impact of a monetary restriction by the height to
which it pushes rate of interest. He also included in his theory that at any given interest
rates, the demand to hold government bonds relative to other assets dhber if the
interest rate is increasing.

According to Wrightsman (1976), monetary policy is a deliberate effort by the
monetary authorities (Central Bank) to control the money supply and the credit
conditions for the purpose of achieving certain bree@homic objectives.

According to Ackley (1978), one of the objectives of the monetary policy, which
is the attainment of a high rate of or full employment, does not mean zero unemployment
since there is always a certain amount of frictional, voluntasgasonal unemployment.

Culbertson (1961) gave two types of conflicts in the attainment of policy
objectives, which are: (i) Necessary Conflict; (ii) Policy Conflict. The necessary conflict
exists when the attainment of one objective precludes the attaimingre other that is
when the objectives are inherently incompatible. For example, full employment may also
conflict with rapid economic growth, which is dependent on the acceptance of innovation
and changes, if maintenance of full employment encounaiemce on the status quo.
While the policy conflict arises when monetary policy has difficulty in pursuing both
goals simultaneously. For example, an easy monetary policy designed to stimulate
economic growth will lower the rate of interest and may garehnigher inflation if the
growth is not sufficient enough to inhibit it.

According to Brunner and Meltzer (1969) under the monetary policy indicatives,
the indicator of monetary policy provides a scale that permits policy makers to compare
the thrust ofmonetary policy on economic activity, that is to characterize one policy as
more expensive than another or to characterise policies as more or less expensive than
before.

According to Ufodiama (1999) monetary policy, which includes financial policy,
refersto the deliberate action of the monetary authority to control the money supply and
general credit available in the economic system. There are two major control mechanisms
of monetary policy used by Central Banks at any point in time and this control
mechaism are usually referred to as tools/instruments of monetary policy and they have
effects on the proximate targets. Monetary instruments can be direct or indirect. The
direct instruments include aggregate credit ceilings, deposit ceiling, exchange,control
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restriction on the placement of public deposit, special deposits and stabilisation securities
while indirect instruments include Open Market Operation (OMO), cash reserve
requirement, liquidity ratio, minimum discount rate and selective credit policies.
Monetary policy has vital roles in the shouh i.e. it is used for counteyclical output
stabilisation, while in the long run, it is used to achieve the rmaowoomic goals of full
employment, price stability, rapid economic growth and balance pmerats
equilibrium. Under SAP, monetary and financial policies were programmed to play a
dual role. For economic growth and stabilisation purposes, there was to be tight monetary
policy to complement a more disciplined fiscal policy in order to reduce stame
demand and reduce inflationary pressures.

2.3 Instrument of Monetary Policy
Various instruments are usually utilized by the monetary authorizes in Nigeria but
generally, they can be classified under two major headings:

Direct Monetary Policy: Thesepoliciesused by the government directed towards
specific sectors of the economy for example moral suasion.

Indirect Monetary Policy: These are used generally by the government to proffer
solution to the emerging economic problems without giving preferenearious sectors of
the economy for example open market operations (OMO).

24  Monetary are Credit Development

In a CBN circular to all commercial and merchant banks, the maximum lending
rate for all banks was pegged at 21 percent per annum as fronarya 1991.
Accordingly, minimum savings deposit rate was also fixed at 13.5 percent per annum
while minimum rediscount rate was also fixed at 15.5 percent per annum.

While the inflation rate plummeted from 48.3 percent in January, 1990 to 7.5
percen in December, 1990, interest rate on savings deposits and prime lending remained
high throughout the year. The savings deposits rate actually fluctuated from a low of
17.8 percent in January to a peak of 19.3 percent in June and ended at 18.7 percent in
December, 1990. Prime lending rate showed a similar trend as it ranged from 25.4
percent in December to 27.5 percent in the months of April and July, 1990.

An aggregate credit ceiling fall types of credit of 13.2 percent in 1991 is allowed
for loans to tle private sector by both commercial and merchant banks. The CBN also
gives the sectoral percentage distribution for the 1991 fiscal year.

For 1991, the base for calculating case reserve requirement (CRR) waseedefi
to include demand, savingsd time @posits instead of the former base which was only
demand deposi't l'iabilities. Thus, CRR has
reserve deposited wiitthe CBN to its total depodiabilities. A minimum CRR (as now
defined) of 3 percent has to beintained by both commercial and merchant banks at the
end of every month.

The minimum liquidity ratio for both commercial and merchant banks is fixed at
30 percent. All compulsory deposits whatever form with the CBlind cash deposit to
meet CRR are ekaded in the calculation of the ratio.

Growth in money supply was substantial during the review period. Monetary
supply, Ml and M2 grew rapidly from 16.3 and 19.4 percent in 1995 to 48.1 and 62.2
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percent in 2000, spectively (CBN, 2003). Thesaites wee consistently above their
projected targets.

The growth in monetary aggregates was due to factors such as; rapid monetization
of oi |l i nfl ows, mi ni mum wage adjustments,
deficits through the banking system. Creditthe private sector, by contrast, declined
sharply form 48.0 percent in 1995 to 23.9 percent in 1997 and thereafter increased
gradually to 30.9 percent in 2000 (CBN, 2003). However, it stayed vilibiprescribed
limits in only three (3) out of the styear (19952000) time frame of the paesbntrol
regime analysis.

At N1,668.5 billion, Reserve Money (RM) grew by 7.7 percent, relative to the
level at the end of December, 2008. At this level, RM exceeded the indicative benchmark
of N1,604.8 billion for P09 by 4.0 percent. The growth in monetary base was accounted
for by the growth in both currengg-c i r cul ati on (CI C) and DMBOSs

Broad money supply grewy 17.1 percent at the end of December 2009 to
N10,730.8 billion, compared with thadicative benchmark growth of 20.8 percent for
2009 and the 57.8 percent growth at the end of the preceding year. The movement in M
was largely driven by the expansion in domestic credit (net) of the banking system,
particularly credit to the privat€orrespondingly, on the liabilities side, the growth in
M, was driven by the expansion in both narrow money and quasi money.

Credit to the domestic economy (net) greyw 59.0 percent at eridecember
2009 lower than the indicative benchmark of 66.0gesit and the growth of 84.2 percent
at end December, 2008. The development reflected largely the growth of 26.0 percent in
credit to the private sector, which was however, lower than thedg®ceént growth at
endDecember2008. Net domestic credit to tkeonomy constituted 73.4 percent of the
total monetary assets gMat end of December, 2009.

Net credit to the Federal Government (CG) fell by 26.6 percent, compared with
the indicative benchmark of negative 41.9 percent for 2009 and the decline of 31.2
percent at end of December, 2008. The Federal Government maintained its status as net
creditor to the banking system at the end of December, 2009, as in the preceding year,
with its deposits with the banking system exceeding the credit extended to it.

Credit to the private sector (including state and local government and non
financial public enterprise, grew by 26.0 percent, which was lower than the 59.4 percent
recorded at the end of December, 2008. Credit to the core private sector (excluding state
ard local governments) grew by 24.5 percent.

25 Trend and Structure of Nigerian Monetary Policy Since 1960to Date the
Exchange Rate Targeting Regime (1959973)

The conduct of monetary policy in Nigeria under the colonial government was
largely dictated ¥ the prevailing economic conditions in Britain. The instrument of
monetary policy at that time was the exchange rate, which was fixed at par between the
Nigerian pound and the British pound. This was very convenient, as fixing the exchange
rate provided anore effective mechanism for the maintenance of balance of payments
viability and for control over inflation in the Nigerian economy. This fixedtpdasted
until 1957 ,when the British pound was devalued.

Owing to the civil war in the later part of ghperiod, the monetary authorities did
not consider it expedient to devalue the Nigerian pound in sympathy with the British
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pound. Two major reasons accounted for this. First, a considerable proportion of the
country's resources was being diverted to fogathe war. Second, there was the
apprehension that the devaluation of the Nigerian pound would only raise the domestic
price of imports without any appreciable impact on exports, which were largely primary
products. Rather than devalue, the monetary aititds® decided to peg the Nigerian
currency to the US dollar, but imposed severe restrictions on imports via strict
administrative controls on foreign exchange.

Following the international financial crisis of the early 1970s, which led to the
devaluation 6the US dollar, Nigeria abandoned the dollar peg and once again kept faith
with the pound until 1973, when the Nigerian currency was once again pegged to the US
dollar.

With these developments, the severe drawbacks in pegging the Nigerian currency
(Naira) to a single currency became obvious. A clear case was that the naira had to
undergo a de facto devaluation in sympathy with the dollar when the economic
fundamentals dictated otherwise, in 1973 and 1975 respectively. It was against this
backdrop that theeed to independently manage the exchange rate of the naira was firmly
established. Hence, in 197& Nigeria pegged her currency to a basket of 12 currencies of
her major trading partners.

Monetary Targeting Regime (1974 To Date)

From 1970, the economy wéssed a major structural change that affected the
conduct of monetary policy. Oil dominated the export basket, constituting 57.6 per cent
of total export in 1970 and over 96 percent from 1980 While-aibexports (mostly
agriculture) declined rapidly from2.4 percent in 1970 to 16.9 per cent in 1973. As a
result of the increased revenue accruing to government from oil, the imbalance in the
balance of payments and low external reserves became things of the past. Indeed,
Nigeria's external reserves roseidiyp by over 1000 per cent in 1975 from about N100
million in the late sixties to approximately N3.4 billion in 1975. The need to finance post
war developments also led to a considerable growth in public expenditure, thus
intensifying inflationary pressuse Under the circumstances, the monetary authorities
adopted a new monetary policy framework. This development marked the beginning of
monetary targeting in Nigeria, which involved the use of market (indirect) and non
market (direct) instruments. Conseqtignthe major focus of monetary policy was
predicated on controlling the monetary aggregates, a policy stance which was largely
based on the belief that inflation is essentially a monetary phenomenon.

Direct Control (1974-1992)

The major objective of morery policy during this period was to promote rapid
and sustainable economic growth. Consequently, the monetary authority imposed
quantitative interest rate and credit ceilings on the deposit money of banks, and
prescribed sectoral credit allocation to tregious sectors of the economy. Overall, the
"preferred” sectors, such as agriculture, manufacturing and construction, were singled out
for the most favoured treatment, in terms of generous credit allocation and a below
market lending rate (Ojo, 1992).

The most important instrument of monetary control the CBN relied upon was the
setting of targets for aggregate credit to the domestic economy and the prescription of low
interest rates. With these instruments, the monetary authority hoped to direcimtlod flo
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loanable funds with a view to promoting rapid development through the provision of
finance to the preferred sectors of the economy.

The level and structure of interest rates were administratively determined by the
CBN. Both deposit and lending rateem fixed in order to achieve by fiat, the social
optimum in resource allocation, promote the orderly growth of the financial market, contain
inflation and lessen the burden of internal debt servicing on the government. In
implementing the policy, the secs were classifed i nt o t hr ereferredat egor i
(agriculture, manufacturing and resi denti al h Gmperts @argl ; (2)
gerer al c o mme r c e )This ctassificatibrBepabléddhe manetasydauthorities to
direct financialresources at concessionary rates to sectors considered as priority areas.
These rates were typically below the GEBtermined minimum rediscount rate (MRR)
which itself was low and not determined by market forces. The imposition of special
deposits compkdd banks to deposit, at the CBN, any shortfall in the allocation of credit to
the designated preferred sectors of the economy.

Empirical evidence during the control regime era revealed that the flow of credit to
the priority sectors did not meet the présed targets and failed to impact positively on
investment, output and domestic price level. Overall, banks tended to practice adverse
selection in their credit allocation, For instance between 1972 and 1985, banks' aggregate
loans to the productive sectaveraged 40.7 per cent of total credit, about 8.7 percentage
points lower than the stipulated target of 49.4 per cent. A major factor, which impaired the
effectiveness of monetary policy during the era of control regime, was the lack of
instrument autonoy by the Central Bank (Ojo, 1992). During this period, monetary
policies were dictated by the Ministry of Finance and as such, were influenced by short
term political considerations. Beginning from riifi81, crude oil prices took a downturn
as prices felfrom the peak of US$40 per barrel to US$14.85 in 1986. This led to severe
external sector imbalance. The emerging economic development made Nigeria adopt the
Structural Adjustment Programme (SAP), as a policy option to put the economy back on
the path obustainable growth.

In broad termsthe SAP strategy involved both structural and sectpddicy
reforms. The reforms included the deregulatidrthe financial system taccomplish a
marketoriented financial system that would suppefficient financialintermediation. The
programme, thus, entailed reforming and dismantling the control regime which was
characterized by a system of fixed credit allocations, a subsidized and regulated interest rate
regime, exchange controls and import licensing. Ovelalletergence of SAP ushered in
a regime of financial sector reforms characterised by the free entry and free exit of banks
and the use of indirect instruments for monetanytrols.

The strategy therefore was to introduce measures that would increasditcampe
strengthen the supervisory and regulatory capatfitthe CBN, improve the financial
structure and redress the financial repression already identified (Oke, 1995). This led to the
introduction of the regime of indirect monetary control. Nevertselesving to the
exigencies of emerging economic developments, some direct control measures were
maintained and new ones introduced to contain excess liquidity during the period of
indirect control. For instance, Stabilisation Securities were introducetO%0 as a
temporary measure and later abolished in the last quarter of 1998. Similarly, Special
Treasury Bills (STBs) were also introduced in April 1999 and discontinued before the end
of 2000.
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Indirect Monetary Control (1993 to Date)

Beginning from Segmber 1993, the CBN embarked on a selective removal of all
credit ceilings for banks that met some -pe¢ criteria under the Basel Committee's
prescribed prudential guidelines (Odozi, 1995). While the Ministry of Finance continued
to exert an influence othe conduct of monetary policy, efforts were made by the
political leadership to strengthen the Central Bank's Act, in order to render the Bank less
dependent on the Ministry of Finance. The first of such laws was the CBN Decree 24 of
1991 and the Banksd Other Financial Institutions Decree (BOFID) 25, also of 1991.
This was followed by the CBN (Amendment) Decree Number 37 of 1998 and the Banks
and Other Financial Institutions, BOFI (Amendment) Decree Number 38 of 1998.
Overall, the CBN's amended Act gtad the Bank more discretion and autonomy in the
conduct of monetary policy. Consequently, the focus of monetary, policy during this
period shifted significantly from growth and developmental objectives to price stability.

The operational framework fordirect monetary policy management involved the

use of market (indirect) instruments to regulate the growth of major monetary aggregates.
Under this framework, only the operating variables, the monetary base or its components
are targeted, while the markist left to determine the interest rates and allocate credit.
Essentially, the regime involves an econometric exercise, which estimates (ex ante) the
optimal monetary stock, which is deemed consistent with the assumed targets for GDP
growth, the inflation ate and external reserves. Thereafter, market instruments are used
to limit banks' reserve balances as well as their credit creating capacity.

Instruments of Monetary Policy Under the Regime

The major instrument of indirect monetary control in Nigeridhes ®pen Market
Operations (OMO). To date this instrument has been complemented by reserve
requirements, CBN securities, as well as moral suasion.

Open Market Operations

The OMO was introduced at the end of June 1993 and is conducted wholly on
Nigerian Treaury Bills (NTBs), including repurchase agreements (repos). The OMO
entails the sale or purchase of eligible bills or securities in the open market by the CBN
for the purpose of influencing deposit money, banks' reserve balances, the level of base
money ad consequently the overall level of monetary and financial conditions. In this
transaction, banks subscribing to the offer, through the discount houses, draw on their
reserve balances at the CBN thereby reducing the overall liquidity of the banking system
and the banks' ability to create money via credit.

In implementing the OMO, the Research Department of the CBN advises the
trading desk at the Banking Operations Department, also of the CBN, on the level of
excess or shortfall in bank reserves (Odozi, J98bereafter, the trading desk decides on
the type, rate and tenor of the securities to be offered and notifies the discount houses 48
hours ahead of the bid date. The highest bid price (lowest discount rate quoted) for sales
and the lowest price offergtlighest discount offer) for purchases, with the desired size
or volume, is then accepted by the CBN. The amount of securities sold at the OMO
weekly sessions since the inception of the indirect monetary policy in 1993 has risen over
a hundreefold to NO.2billion in 1994 (CBN, 2003). Even though a slump in sales was
recorded in 1995, statistics for 1996 show an increase of 45.5 per cent in the amount sold
at OMO over the 1995 sales. Activities at the OMO have been on the increase ever since,
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with average ®O sales increasing by over 3@@rcentage point$o N7.73 billion
in 2000 (CBN, 2003).

Reserve Requirement

The CBN complements the ued OMO with a reserve requirement. In this
connection, the reserve requirement is an instrument for liquidity managemnckribr
prudential regulation. The reserve requirements are the Cash Reserve Ratio (CRR) and
the Liquidity Ratio (LR). While the former is defined as a proportion of the total demand,
savings and time deposits which banks are expected to keep as depbsite CBN,
the latter refers to the proportion of banks' liquid assets to their total deposit liabilities.
The CRR has been progressively increased from 6 per cent in 1995 to 8 per cent in 1997
and then to 12.5 per cent in April 2001. Similarly, theuility ratio has been increased
from 30 per cent in 1998 to 40 per cent in April 2001 (CBN, 2003).

Discount Window Operations

The CBN discount window facilities were established strictly in line with the
“lender of last resort" role, that the Bank is expdcto play. Accordingly, it has
continued to provide loanef a shoriterm nature (overnight) to banks in need of
liquidity (Odozi, 1995). The facilities are collateralised by the borrowing institution's
holding of government debt instruments and anyratirument approved by the CBN
and subject to a maximum quota. The Minimum Rediscount Rate (MRR) is the nominal
anchor, which influences the level and direction of other interest rates in the domestic
money market.

Its movements are generally intendedsitignal to market operators the monetary
policy stance of the CBN. It was recently reviewed upwards from 16.5 per cent to 18.5
per cent in June 2001 in order to contain the rapid monetary expansion arising from an
expansionary fiscal policy.

Moral Suasion

The CBN adopts this approach as a means of establishingwawo
communication with the banks, thereby creating a better environment for the
effectiveness of monetary policy. The main avenue of contact is the Bankers' Committee,
which meets twanonthly. Ths dialogue with banks was further expanded in November
2000 to include other stakeholders comprising key government officials, financial market
operators, academics, etc, under the umbrella of the Monetary Policy Forum.

The objective of the Forum is to earite the transparency of the Bank's monetary
policy-making process.

3. Research Methodology

3.1 Introduction

Research methodology covers such areas as research design, populationiof study
sample size and sampling techniques, instruments of data icwilaectd its procedure. It
is a medium used for data collection in order to ensure valid conclusions made at the end.

This chapter also aims at investigating the methods that will be used to determine
the effectiveness of monetary policy and its impactsbank credit in Nigeria. It
invariably serves as a prelude to chapter 4 where the data is presented and well analyzed.
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The methodology adopted in this study is the linear regression employing the
technique of ordinary least square (OLS). The choice of ®igBided by the fact that it
has optimal properties which include linearity, neutrality, and sufficient least variance
and mean square error.

3.2 Research Design

The original least square method of the classical linear regression model is the
econometridechnique adopted in this study which covers a period of (1241L0) the
preference of the use of this model is because of certain assumption underlying the
classical linear regression model.

Assumptions
I.  The relationship between the regressor and tess is linear.
. The expected mean value of wui iIs zero
lll.  Homoscedasticity or equal variance of ui given the value of x, the value of
ui is the same for all observation.
IV.  The error term is normally distributed.
V. There is no perfect linear relationship@my the explanatory variables.
Base on the above assumption, the estimator BLUE

i the estimate are symmetrically unbiased

i the estimate are consistent i.e as sample size increase the B approaches it
true value
ii the estimators are efficient i.e amonggeoup of unbiased consistent
estimate Bs have the smallest variance.

\Y the estimator are linearly and normally distributed.
On the above four basis assumption and properties lies the justification for the

procedure.

3.3 Institutional Consideration

In general, economic research is concerned with the measurement of parameters
of economic relationship with the prediction (by means of these parameters) of the values
of economic variables (Koutsoyiannis, 1977).

Based on this, econometric methodology is agddor the study in order to
establish a simple accurate model. The choice of this econometric method is necessary
since the work measures the quantity of money supplied and its impacts towards the
economic real gross domestic growth.

3.4  Estimation Procedure

The procedure for estimation adopted in this study is the ordinary least square
(OLS) single equation method. This was used to estimate the model under study. This
method attributed to Carl firedich causes, a German mathematician is preferred secau
it is easy to understand, sample in its computational procedure plus its parameter
estimates, which have some optional properties of linearity, unbiasedness and minimum

43



Scottish Journal of Arts, Social Scienceand Scientific Studies- ISSN 20471278
http:/ /scottishjournal.co.uk

variance among a class of unbiased estimator. Thus, the OLS estimator possesses the
BLUE properties of best linear unbiased estimators, which are consistent and sufficient.

The ordinary least square techniques is relatively simple to use and there are also
readily available software packages for use like the MS Excel, PcGives, Evie8S, SP
that are user friendly. Data requirement are also minimal and it is also easier to
understand by neaxperts in econometric methodology. The Eviews econometric
package was adopted for this analysis.

However, the following are some of the assumptiomdedying OLS according
to the Gaussian classical linear regression model (CLRM) which is the cornerstone of
most econometric theory, Gujarati (1995).

3.5 Restatementof Hypothesis
The hypothesis tested in this study is:

Ho: There is no significant impaof monetary policy on bank credit.
Hi: There is a significant impact of monetary policy on bank credit.

36  Model Specification
Specification of econometric model is based on economic theory and on any
valuable information relating to the phenomenomg@esitudied.

In order word to test our working hypothesis, there is need to specify the
appropriate relationship between the dependent and independent variables. This is
because it is the relationship of economic theory which can be measured with one or
other econometric techniques as casual, that is they are in relationship in which some
variables are postulated to be causes of the variables of the other variables thus, the
relationship between bank credit and monetary variables can be presented as follows

BC = F (MS, I NT, EXR, MRR) ééééécécééécéce
Where

BC = bank credit

MS = money supply

INT = interest rate

EXR = exchange rate

MRR = minimum rediscount rate

The econometric model can be specified as shown below in equation two.

BC = fMB #NOb+rb:EXR sMRB + ¢i éééééééé (2)
Where

bO = Constant

b1, b2, b3, b4 are constant of the paran
el = error term.

Apriori Criteria

This refers to the supposed relationship between and or among the dependent or
independent variables of the model as deiteechby the postulations of economic theory.
The result or parameter estimates of the models will be interpreted on the basis of the
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supposed signs of the parameters as established by economic theory put differently, the
parameter estimates of the modell we checked to find out whether they conform to the
postulations of economic theory.

The relationship between money supply and bank credit is expected to be positive
because an increase in money supply will lead to an increase in bank credit to the
econatny , and y»0ce visa (b

Bank credit and interest rate are expected to be positively related because an
increase interest rate, increase the bank credit, while a decrease in interest rate will lead to
a decrease pP®). bank credit (b

Bank credit and eohange rate are also expected to be positively related because
an increase exchange rate, increase the bank credit, while a decrease in exchange rate will
|l ead to a decreg@)se in bank credit (b

The relationship between minimum rediscount rate and beedit is expected to
be negative because an increase in minimum rediscount rate will lead to an increase in
bank credit to the economy, and vice visa.

3.7 Method Of Evaluation

Having specified and estimated the parameters of the model, the researcher would
proceed with the evaluation of the results of the calculation; that is, with the
determination of the reliability of these results. The evaluation consists of deciding
whether the estimates of the parameters are theoretically meaningful, statistically
satsfactory. The signs and magnitude of the parameters estimates will be examined to
know whether they are in conformityitv their apriori expectationEconomic apriori
criterion will help the researcher to know when they are deviating from what is actually
required.

In view of this, the researcher will evaluate the estimated parameters using the
following criteria;

1)  The adjusted Rtest.

2) The studentt & test.

3) The F 0 test.

4) The Durbin 8 Watson test.

1) The Adjusted R?

This is also called cefficient of multiple determinations. It measures the
percentage of the total variation of the dependent variable (BC) explained by the
regression plane, that is, by changes in explanatory variables (MS, INT, EXC, MRR).
The value of R lies between 0 and The higher the R, the better the goodness of fit of
the regression plane to the sample observations and the closéf the&o, the worse
the fit (Gujarati, 2004).

2) The Student ttest
It is used to test the statistical significance of individuéihested parameter. In
this research,-statistics is chosen because the population variance is known and the

sample size is less than 30<30).
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Decision Rule

Reject the null hypothesis if the calculated value of t is greater than the tabulated
value d t (i.e. t*>t tab) with Nk degree of freedom at the chosen level of significance,
otherwise accept the alternative hypothesis, meaning that the parameter is significant. In
this study the chosen level of significance will be 5 percent (5%).

3) The f-teg

This is used to test for the overall significance of regression plane (model). The
test aims to find out whether the joint influence of the explanatory variables on the
dependent variable is statistically significant.

Decision Rule

If F calculated (F*)is greater than fabulated (i.e. F*>Ftab), with the chosen
level of significance with KL and Nk degree of freedom, we reject the null hypothesis,
that is, we accept that the regression model is significant. Butit&bs, we accept null
hypothesisthat is we accept that the regression model is not significant wlitarild Nk
degree of freedom. The chosen level of significance in this test is 5 percent (5%).

4) Durbin - Watson
It is determined by the theory of econometrics. It is used to teftdfqrercentage
of first autacorrelation. The level of significance used is 5 percent (5%).

Decision Rule

Accept the null hypothesis if dg d* < (471 du), that is there is presence of first
order autocorrelation, or reject the null hypothesis ifd*du or d*> (47 du), that is,
there is no autocorrelation of first order. These are the guiding principles throughout the
study.

3.8  Source d Data

The data used in this research work are secondary data sources from the Central
Bank of Nigeria Statistial Bulletin. For the dependent variables, bank credit. The
independent variables are money supply, exchange rate, interest rate, minimum
rediscount rate. All these data are annual estimate staring from 1990 to 2010, a period of
20 years.

Reference
Guijarmati, D. N. (2004)Basic EconometricsNew York: Tata McGraw Hill Publications.
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4. Presentation and Analysis of Resut

41 Introduction

The result of the original least square regression are presented below as stipulated
in the previous chapter, the GLand the result of our model was estimated using a
computer software package Eriew 7.0.

The empirical result is presented in a table. The table shows the estimated
parameters, theirit statistics and other diagnostic test of equation. The resultnebtai

from the estimation techniques are presented in the table below.

4.2  Presentation of Regression Results

Variabl Coefficiel Std error Ti statistig Prob.
e t

C 15.53751 23.21789 0.669201 0.5129

M2 0.42219 0.304295 1.387200 0.1844

INT 2.572834 1.536009 1.675013 0.1134

EXR 0.013709 0.083405 0.164361 0.8715

MRR -2.72642; 1.475755 -1.84747§ 0.0833

Source:Data Analysis.

This model has the following result

R?  =0.318247

F = (4, 15) =1.867230

D* = 2.632251

Where

R2 = coefficient of multiple determination
D* = Durbini Watson statistic

Result is shown in appendix I

4.3 Evaluation ofResults

4.3.1 Evaluation Based On Eonomic Criteria

Constant

The sign of the constant is positive which conform to a prior expectation as
specified in the model. It stipates that holding all other variable constant, bank credit

(BC) will raise by 15.53751.
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Money Supply

The sign of saving conform to economic theory. The results stipulate that a
percentage increase in the availability of money supply will lead to 0.422t@m in
bank credit.

Interest Rate

The coefficient of interest rate was foutwl be positive in thestimation. This
agreed with theoretical postulation thvath high interest rate banks are willing to give
out loans, in the form of credit

Exchange Rae

Exchange rate follows a prior sign. According to Jir{g808) exchange ratand
bank credit have positive relationship. The coefficient of EXR (0.013709) measure the
rate in which bank rate increases. It indicates that over the period of study, latldéng
variables constant the partial elasticity of RGDP with respect of EXR IS 1.370 implying
that, there is a 1.37 percentage increase in bank rate as a result of a unit absolute increase
in exchange rate.

Minimum Rediscount Rate

The coefficient of minhum rediscount rate i2.726425. This conforms to aprior
expectation of negative relationship between MRR and bank credit. According to Jhingan
(2008), when there is inflation, the central bank increases the bank rate. Borrowing by
commercial banks fromhe central bank becomes costly and this discourages borrowing
from the central bank. The commercial banks in turn increase their lending rate to
customers. This reduces credit and money available in the economy. This then reduces
the rate of inflation intte country. Also, the negative sign indicates money supply is
university related to Real Gross Domestic Product.

4.4  Statistical Criterial (1% Order Test)
We shall apply the student t test’ Bnd F test to determine the statistical
reliability of the estnated parameter.

The value of Ris 0.318247. This implies that 31% of the variation in bank credit
is explained by independent variables which are money supply, interest rate, exchange
rate, and minimum rediscount rate. This indicates that the goodingssodel is not a
good fit.

44.2 The Student T Test

Evaluation is carried out to ascertain if the independent variables are individually
significant. If the calculated t is greater than the critical t at 0.05 level of significant then
reject the null pothesis K, otherwise accept the alternative hypothesis H

From the statistical table, critical t 0.025 is 2.086. The result of the evaluation is
summarized in the table below.

Variable

T value

TT tab

Decision

Conclusig

M2

1.38720

2.086

Accept

Insignific
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Ho ant
INT 1.675011 2.086 Accept Insignific
Ho ant
EXR 0.16436! 2.086 Accept Insignific
Ho ant
MRR - 2.086 Accept Insignific
1.847478 Ho ant
From the tabVM&),,(albMWwe¢ EXR) 4gMRIR) abe not
statistically si gni b bcha mthabe nésignificam effectah e

bank credit in Nigeria in the period under review.

443 The Fi Statistics Test

This evaluabn is carried out to determine, if the independent variables in the
model are simultaneously significant or not. If F* is greater than critical F at 0.05 level of
significant, then reject the null hypothesis HO and accept the alternative hypothesis.

Decisbn Rule

Reject HO if F cal > F0.05 (V1/V2)
VI =K1 1 (numerator)
V2 = N7 K (denominator)

From the result in the model, F call=867230 From the F table F0.05 (4/15)
=3.13. Since Rable of F0.05 (3.06)>-Eal (1.867230, we accept hland conclude that

the independent variables in the model are not significant.

4.4  Econometrics Testof Second Order Test
This test will be based on whether the assumptions of the classical linear

regression model are satisfied or not. The assumptions underlying thecsdatist
I.  The regression model include intercept term

II. The regressor or explanatory variables are-stoohastic of fixed in

repeated sample
lll.  The error term is assumed to be normally distributed

IV.  The regression model does not include the lagged value of tleadkg

variable as one of the explanatory variables.
V. There are missing observations in the data.

When these assumptions are not satisfied it is customarysfmec#y the model.
For instance, one may introduce new variable or omit some, transform thealorig
variable, so as to produce a new form that will satisfy these assumption.

4.41 Auto Correlation Test

We will adopt the Durbin Watson (d statistic) to test the randomness of the

residuals. Based on this we state our hypothesis as thus
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HO: P =0 (Nopositive first order autocorrelation)
H1: P =0 (positive first order autocorrelation)

Decision Rule
Reject Ho if d* < du or d* > 4du

Accept Holf d*> du or d* < 4-du
Where:

d* = estimateDurbini Watson

du = Upper Urti Durbin- Watson

from the Dw dable

du = 1.66 (n= 15, k =)4at 5% level of significant. And d* 2.632251

since our d* =2.632251s greaterthen du = 1.66,we conclude that there is no
evidence of positive autocorrelation in the regression result.

4.5 Summary o Finding
i. The relatioship between money supply and bank credit is positive and
conformed with the a priori expectation but is statistically insignificant.

ii. The result indicates a positive relationship between interest rate and bank credit
which conform to the apriori expextion but is statistically insignificant.

iii. The relationship between exchange rate and bank credit is positive which
conform to the apriori expectation but is statistically insignificant.

iv. The relationship between minimum rediscount rate and badk senegative
which conform to the apriori expectation but is statistically insignificant.

The above shows the performance of monetary policy as an instrument to improve
bank credit in Nigeria. The null hypothesis of this study posits that the use etanon
policy measures in promoting bank credit in Nigeria is not efficient. This proves true as
monetary policy variables (interest rate, money supply, exchange rate and minimum
rediscount rate) do not show statistical significant relationship betweenaherbank
credit.

5. Summary, Conclusion and Recommendation

5.1 Summary
An issue which has occupied the minds of government for decades is the
effectiveness of monetary on influencing economic variables.

In the course of the research work, certain nemyepolicy variables were
employed to critically evaluate the effect of monetary policy on banks credit and the
results proved significantly that the effect could be positive or negative depending on
the variables adopted.

In Nigeria between (199R010), different in monetary policy variables were
adopted to respond to the various upheaval in the economy, the study made use of
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secondary data which were obtained primarily from the CBN and the Federal Bureau of
Statistics.

The monetary policy varialde adopted were interest rate, money supply,
exchange rate on each of this variables from (48®ID) and tested at a 5% level of
significance.

The result obtained during the course of the study showed that in the last two
decades all the monetary pglicariables adopted had positive relationship on the level
of bank credit with the exception of the minimum rediscount rate.

The monetary policy variables used do not show statistical significant relationship
between them and bank credit, but currenstitational arrangement and operational
modalities in which the monetary policy is formulated and implemented allows the banks
sufficient operational attitude to respond swiftly and decisively to financial and
economic upheavals in the system.

The CBN for instance will change the official interest rate in an attempt to
influence the overall level of expenditure in the economy, the same goes for the exchange
rate and money supply.

5.2  Conclusion

In the light of the Nigerian experience, it is esserttialt responsibility should
always be matched with authority. Such operational arrangement would help to define
the parents and responsibilities of major players and enhance accountability and
professionalism.

Given the magnitude of human capital at disposal the CBN can surely make
swift and decision responses to the nations financial environment there by contribute
effectively towards financial stability, if and only if it is endowed with instrument
independence.

A continuous and direct apprdat¢o monetary policy will ensure a sustainable
and economically viable level of bank credit facilities to both commercial and private
enterprises.

Based on the findings and the unstable nature of the Nigerian economy, these
strategy adopted in implemergithe research work the monetary variables considered in
this research should be streamlined in accordance with the rising needs of the economy.
For instance when the motive is to curb inflation gapsnimemum rediscountate can
be adopted, consequentéadingto a decrease in the levellmink credit.

5.3 Recommendation

As earlier statedh the literature review, monetary policy is an important level of
power at the same time a tool. In this process, the following recommendation has been
swggesed for onward performance in ensurifigancial stability in Nigeria with the
optimum level of bank credit.

a. A gradualist approach toenetary policy believing that serves of small movement
in interests is a more effective strategy rather than sharpremgected jumps in the
cost of borrowing money.

b. Monetary policies in Nigeria should be designed to be proactive and forward looking
because changes in interest rates always take time to work through the economy. The
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reaction of business and consumeriterest rate movement is uncertain as are the
time lays involved.
The CBN should familiarize itself with ¢
considered on a monetary basis should include:
I.  GDP growth rule and spare capacity

[I.  Bank lending and conswencredit figures

[ll.  Equity markets (share price) and house process

IV. Unempl oymentds figures

V. Trends in global foreign exchange markets
. Monetary Policy requires experts knowledge on its successful prosecution
. The state of t he c othen triticgl fastor which mustsbé put ct ur e
right for monetary policy to be effective while the economy needs an effective
Central Bank to work, the Central Bank will also depend on a conducive environment
to be effective.
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Abstract

The aim of this study was to investigate the impact of-aédk specific imagery
and aubgenic relaxation combined intervention oilPyearol d novi ce boyso
skills performance in Turkey. A repeated measuresppst design was used to examine
changes in performance by group (experimental, control). Participants (ad@dygars)
were randomly assigned to either an experimental group (imagery and autogenic
relaxation) or contr ol group. Participants
ball control with head, ball control with feet, and short passing tests. The experimental
group was instructed to use imagery and autogenic relaxation which comprised 10 minute
mental training sessions, three days a week orcnasecutive days for 14 weeks. Rost
test results indicated that the intervention group demonstrated greater improvement i
shooting, ball control with head, ball control with feet, and short passing tests. Mental
imagery and autogenic relaxation combined with physical practice may have positive
effect on soccer skills enhancement inR1yearold novice boys.

Keywords Spedfic imagery, autogenic relaxation, soccer, young athletes.
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I ntroduction

Soccer, as it is around the world, is the leading sports in Turkey with the amount
of participation and audience it attracts. Turkish Football Federation (2010) aims at
training children under 13 years of age with correct movement form and football
education through school and club football activities so that they can join youth leagues
with proper preparation. The ultimate goal of these trainings is acquisition of football
technque and tactic skills along with mental, psychomotor, social and emotional
development (TFF Basic Principles of School Football, 2010). However, a closer look
at the training processes demonstrates that physical trainings geared towards technical
compeencies are supported with tactic acquisition and those mental training techniques
are disregarded. Studies show that mental training techniques positively affect the motor
skill acquisition in early ages (Wrisberg et al., 1989\Wei et al., 1992; Caliari2008;
Hemayattalab & Movahedi, 2010; Hidayat, 2011). Imagery, a form of mental training,
has been shown to be an important mental skill for childrefMgii et al., 1992; Munrce
Chandler et al., 2005). Imagery method use in young athletes has been tpraffedt
motor skill acquisition (Zhang et al., 1992; Mammasis & Doganis, 2004; Hidayat, 2011,
Veraksa & Gorovaya, 2011; Munrégh and | er v e -ektegm.level (RMOndee ) ,

s el

Chandler ve dij., 2008) , -Cheandldr ettah,Ab)iica devel c

positive manner. Imagery can be developed in conjunction with autogenic relaxation, as
relaxation techniques prepare players in order that imagination is effective. There are
only a few studies examining the effect of relaxation techniques ongyathietes
(Lohaus and Hessling, 2001; Lohaus and Hessling, 2003; Hashim et al., 2011).

Though researchers have emphasized the importance of mental skills training for
young athletes (Orlick & Zitzelsberger, 1996; Weinberg et al., 2003; Mu@haadler et
al., 2012); there is a paucity of research on the effects of implementation of both imagery
and autogenic relaxation approach in technical skills acquisition in soccer for children
who newly start. Therefore, further evaluation of the effects of meatalrig techniques
in childrenés soccer skills performance
football is newly being studied, and no studies have evaluated the impact of mental
training on technical skill acquisition.

The aim of the presentusly was to investigate the effects of-wédek specific
imagery and autogenic relaxation combined with standard physical training on soccer
skill performance in novice boys aged-1D years. It was hypothesized that the technical
skills of children who emlpyed specific imagery and autogenic relaxation techniques
would improve significantly more than the children in the control group, performing
regular trainings but not receiving mental training treatment. The primary outcome of the
study was the effectsf @pecific imagery and autogenic relaxation techniques on soccer
skill performance in novice boys aged1D years.
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Methods

Participants

Twenty nine healthy boys, who previously applied to the Sanliurfa Soccer
Training Center, have participated in thisdst. They were aged between1D years and
had not played soccer formally; and they were not previously trained to use the
techniques used in this study. The study measurements were performed between April
and July of 2010; after approvals of the Harranivigrsity Ethic Board and Soccer
Federation of Turkey Provincial Representation Office of Sanliurfa were received. As the
participants were under 18 years of age, participants along with their parents and coaches
were provided information about the study.

Study procedures

Participants were tested individually and out of sight of the remaining athletes
being tested on the task. This ensured that no observational learning occurred between
participants. Shooting, ball control with the head, ball control with feet and short
passing techniques as recommended by the Soccer Federation and frequently reported in
the literature (Ali, 2011; Ali et al., 2007; Rdsch et al., 2000) have been tested in open air
in the field, without giving any specific commands.

The marticipants were randomly allocated either into the control group or the mental
training group.
Control Group: Participants allocated to the control group (n = 15; mean (SD)
age = 11.2 (0.6) years) did not receive any psychological skills training octamhtaith
the researchers during the course of the study period. They performed their routine
physical trainings. Skill measurements were performed twice with an interval of 14
weeks.

Mental Training Group: The mental training group (n = 14; mean (SD) age
(0.7) years) received a mental training program involving specific imagery and autogenic
relaxation techniques in addition to the standard physical training program. The mental
training was planned as dfiinute mental training sessions, poonsecutivedays and
three days a week for 14 weeks. Skill measurements were performed before and after 14
weeks of mental training.

The purposes of the mental training program were (a) to educate children about
autogenic relaxation and specific imagery, without aeresive commitment to training
or time period, (b) to reduce anxiety through autogenic relaxation and attention control,
(c) to improve skill performance through task specific imagery practice. The researcher
informed children that it may take time for threental skills training to have an effect on
their soccer skills performance and encouraged them to use all of their mental skills. It
was assumed that the participants would use both of the interventions. There was no
direct measure showing that each uidiial performed all interventions.

Mental Training

Specific Imagery (imagery of skills)in each session, children were instructed to
imagine one of the soccer sport skills (shooting, ball control with head, ball control with
feet, and short passing) (Tlabl). According to previous research, the use of a written
script, orally delivered to the athlete, has been the most widely used technique for
administering imagery interventions (Perry & Morris, 1995).
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Autogenic Relaxation In accordance with the primdes of autogenic relaxation,
children were instructed to tense and relax specific muscle groups (Table 2). Since
relaxation instructions were limited to 5 minutes each, the number of body parts included
was smaller than in the original version of thertirag, designed by Lohaus and Hessling
(2001). The muscle groups, which were successively addressed, were muscles in the
hand, arms, forehead, cheeks, chest, shoulders, stomach and thighs.

Skills Evaluation Procedures
The experimental design involved thigeases:

Phase 1: A baseline stage where the researcher collected skill scores in two days.

Phase 2: The intervention phase, lasting fourteen weeks for the mental training
groups; no intervention was provided to the control group.

Phase 3: The posttervention stage, where the researcher collected skill scores in
two days.

Skill Tests

Skill 1 - Shooting Accuracy: The clear aim of a soccer match is to score more
goals than the opposing team. Therefore, one of the most highly valued and important
skill elements within the game is the ability to score goals (Jinshen et al., 1991). Goal
shooting tests are usually part of a battery of skill tests designed to assess overall soccer
playing performance (Reilly & Holmes, 1983; Rosch et al., 200@al&hd & Hoff,
2003). Therefore, shooting test has been selected. For the test, the whole goal (2.44 x 7.32
m (8x27 feet)) has been divided into 6 sections with tape strip of 5 cm. (Figure 1). Target
points have been shown and it was explained to them that they would earnts in
case the ball hits section A, 3 points in case the ball hits section B, and 1 point in case the
ball hits section C. The ball has been placed in middle point which is 10 meters away
from the goal. No instruction has been given for shootingedspnd child stops it.
Children were allowed to approach the ball by running.

Children made 5 kicks on a dead ball, and took a restnoihlite between kicks.
Two referees scored the kicks made. Balls that hit the goalpost or tapes were excluded
from theevaluation.

Skill 2 - Ball Control with the Head: Children were told to control the ball
without allowing it hit the ground, provided that they repeatedly head the ball within a
9x9 m square area. Only the kicks made with the head without allowing thatlihke
ground have been accepted and the head hits were counted. If the ball hit the ground, or
the child stepped outside of the square, or he/she touched the ball with any body part
other than the head, then the counting was stopped.

Skill 3 - Ball Control with the Feet:Children were told to control the ball without
allowing the ball hit the ground, provided that child only kicks up the ball with his feet
within a 9x9 m square area. Only the kicks made with his feet without allowing the ball
hit the gound has been accepted, and the kicks were counted. If the ball hit the ground,
the child stepped beyond the square or touched the ball with any other body part than his
feet, and then the counting was stopped.

Skill 4 - Short Passing:This was an assesgnt of accuracy and coordination in
passing a moving ball. The player dribbled the ball within a marked rectangle up until a
line and from there passed the ball into a hockey goal 11 meters away. The examiner
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measured a total of five attempts, scoringodns if the ball goes into the goal and 1
point if the ball hits the crossbar or goalpost.

Data Analysis

All statistical analyses were performed using SPSS version 16.0 (SPSS, SPSS Inc,
Chicago, IL, USA) software. All values of variables were expressethean and
standard deviation (SD). In order to determine whether the intervention influenced the
time taken to perform the soccer skills, data were analyzed 2 (group) x 2 (time) repeated
measures ANOVA. Groups served as betwsdnjects independent variab| while test
(pre, post) served as the witksnbjects independent variable, and the time taken to
complete the soccer skills was the dependent variable.

All variables were matched pawise (before- after intervention) and statistical
significance wasccepted at p<0.05. The results were presented in tables.

Results
Kolmogorov+Smirnov and ShapirVilk tests showed that the assumption of
normality was met within each group.

Means (SD) scores and change in scores in 14 weeks for all tasks for each group
(control and experimental) are presented in Table 3. Significant increase in all skill scores
were observed in the experimental group following mental training, while no difference
was found in the control group.

Upon oneway ANOVA the first measurementcares were not significantly
different between groups in all four skills (shooting [F(1,28)=0.001; p=0.97], ball control
with head [F(1,28)=1.262; p=0.27], ball control with feet [F(1, 28)=0.062; p=0.80] and in
the short pass test [F(1,28)=0.06; p=0.93]).

In order to determine whether the mental training intervention influenced the time
taken to perform the soccer skill tasks, a repeated measNI@¥A was conducted, and
paired ttest Bonferroni correction was utilized to prevent a type | error.

ANOVA reaults for shooting test for time effect and group by time effect were
significant [F(1,27)= 28.349, p<0.053=0.512, power= 0.999 and F(1,27)=7.261,
p<0.05,3=0.212, power=0.738, respectively] (Fig. 2).

Ball control with head skill ANOVA results for timand group by time effect
were also significant [F(1,27)=23.066; p<0.053=0.461, power=0.996) and
F(1,27)=9.102; p<0.053=0.252, power=0.828, respectively] (Fig. 3).

Ball control with feet also yielded significant ANOVA results for time
[F(1,27)=23.72; p<0.05, '3=0.468, power=0.997] and for group by time effect
[F(1,27)=14.548; p<0.05¢3=0.350, power=0.957] (Fig. 4).

However, for the passing test, the time effect was significant [F(1,27)=19.667;
p<0.05, "3=0.421, power=0.990], but the group by tirmeeraction effect was not
[F(1,27)=3.890; p=0.05%3=0.126, power= 0.477] (Fig. 5).

Discussion

The purpose of the study was to assess the effects of specific imagery and
autogenic relaxation intervention combined with standard physical practice o&r socc
skill performance of young athletes. It was hypothesized that boys receiving the specific
imagery and autogenic relaxation intervention would perform better (increased accuracy)
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on the soccer task from pre to post testing than those in the controtimongho
received standard physical practice. Compared to the identical physical training regimen
without mental imagery and autogenic relaxation training, we found that 14 weeks of
mental imagery and autogenic relaxation training targeting the socdsrpskilormance
resulted in significant increases amongl®yearold boys. The results of this study
support previous findings (Hidayat, 2011; Callow et al., 2006; Peluso et al., 2005;
Thelwell & Maynard, 2003; Wei et al, 1992; Munre€handler et al.2012). Findings

of Martin et al. (1999), in their Applied Model of Imagery Use, support this finding. They
suggest that the function of imagery employed should be dependent on the intended
outcome for the imagery use. Therefore, given the goal was teagecthe speed with
which the athletes completed the soccer task (i.e., completing a series of soccer skills),
Martin et al. (1999) would state that CS imagery is the most pertinent function to use.
This result also supports the evidence that the combmatiomental training with
physical training leads to better result than separate trainings (Hidayat, 2011; Hall et al.,
1998; BarEli et al., 2002; and Cumming et al., 2004). This may be explained by the fact
that children know their body well and they enstand the importance of focusing on the
techniques they will implement. Children also know how they can mentally focus on
techniques they want to improve, how they can effectively use their body, and they can
list their aims for success. Children who iempent the imagination and autogenic
relaxation were left alone during their technical learning. The pupils who experienced
mental imagery training felt as if they had exercised twice, firstly in their minds and
secondly in reality. According to Abbott &dllins (2004), for an athlete to progress from

one stage of development to another, the ability to useespifatory learning strategies

(e.g. imagery) is vital. When a soccer player progresses from novice to junior, she or he
will have to learn severalew skills in a short period of time. Technical, physical, and
mental demands increase markedly in a short time, and soccer players are introduced to a
regular psychological skills training program. If some of the mental training skills were to
be implemen ed earl i er in the soccer playersé ca
would be better prepared to progress to junior level. When Mu@haadler et al.
(2012), studied the effects of a cognitive specific (CS) imagery intervention on the soccer
skill performance of young athletes aged 4/ years and determined if performance
varied with age, they found that younger children were more willing to use mental
imagery techniques, which is an important finding from an applied perspective. They
recommend th t Aiment al skills such as i magery sh
willing to embrace these skil {Cbandemetdal.,use t h
2012). This study also emphasizes the importance of implementing mental imagery and
autogenic riaxation combined training in motor skill learning process. It is based on
several functional and practical reasons: (1) as a supplemental training before and after
routine training, even in spare time while waiting to return to exercise, especially if the
class is abundant of pupils; (2) as a device to enhance the cognitive skill of pupils; (3) as
a device to accelerate the process of motor skill acquisition and more accurate motor
response formation; and (4) to create an influence to improve psycholagjpatts
according to some studies (Hidayat, 2011).

Although the findings of this study are informative, there are several limitations to
note. First, as the study was a cresstional study, one cannot imply causation. A
longitudinal study assessing mahtraining use across age and competitive groups would
provide insight to determine what causes changes in soccer skills. Similarly, social
influences (parents, peers, siblings, coaches, sporting heroes, sport psychologists, etc.)
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can all influence the agaisition of mental skills. Thus, there is a need for further research
in this field. Finally, by using only 2@2 aged novice children as participants, our results
have generalization limitation, and thus application of the findings to other sports needs
to be done with caution.

Conclusion

Overall, the current findings reveal that mental practice is effective for the
preparation of the action. Furthermore, learning instructions on the movement effect
related to the movement technique are more effective ghanore distant effect. The
results of the present study may have important implications for optimizing instructions
for motor performance and motor learning in young athletes.
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Table 1. Imagination skill instructions list (Morris et al, 2005; Smith, 1999) used in
this study

1. Close your eyes and take a deep breath.
2. Slowly exhale and relax. Let all the tension flow from the body.

3. Dream that you are walking at soccer field. Imagine field lines, grass, goal,
your friends and ball.

4. Take a deep breath and say to yourself that you will be successful.

5. Imagine that you are preparing to technique. You are full of self-confidence,
calm and you know that you can do.

6. Take a deep breath and relax.

7. Imagine that you approached the ball, think the point you put your
supportive foot, motion of the foot you kicked and your kick. Watch where
ball goes to. Your timing, balance and kick is perfect. Everything is as it
should be.

8. Review different points of technical implementation. You are calm and
balanced and full of self-confidence.

9. Your trainer and friends liked your technical implementation. Imagine that
they congratulate you.

10.Focus again on your breathing. Take a deep breath and slowly exhale.

11. Slowly open your eyes, stretch, and feel confident of your upcoming
performance.
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Table 2. Autogenic relaxation technique (Morris et al, 2005; Smith, 1999) used in
this study

1. Getin a comfortable position, such as sitting in a chair or on a couch and plac
feet on thdloor.

Close your eyes and relax.

Inhale through your nose and exhale through your mouth.

Take a good deep breath so your lungs are completely filled.

Do not hold your breath.

Exhale the air through your mouth so you can hear a soft whispering sound.
Keepyour thoughts on your breathing.

As you continue to breathe in and

tension you may be feeling.

9. You are now going to focus on relaxing your body. Starting at your head, yc
going to scan the muscles of yourdydor areas of tension.

10.When you find a tense area, acknowledge it and then release it and let that
go.

11.Allow those tense areas to just relax. Focus first on your head and face and

a scané and release any areas of t

12.Continue down tgyour neck and shoulders.. searching for any areas of tensic
you find an area, just let that tension go.

© NOoO Ok WN

13.Breat he inéBreath out. Move onto
fingers.. stop at each muscle group and release any tense areas.

14.Breathei né . Br eat he out. Move onto you
muscles as you move down into your fingers.

15.Br eat he i né. Breathe out. Scan you
tension acknowledge it and let it go.

16.Br eat he i néBrrewmd ht mumoveCooanhio you!
should all be completely relaxed.

17.Breathe in filling your lungs with
from withiné. Scan down into your
each musclgroup and allowing it to relax.

188Scan your | eft | egéwhen you find t
areas that are still tense, if you feel tension anywhere, just let it go. Allow
body to continue to relax and your mindto be calim.Brkae i né Br e a't

19.You are now going to perform the task of spine boarding. You are going to im
the steps. You are going to be successful.

20.A similar procedure can be performed at the soccer field. Before perform a
just focus on your breathing.ake a deep breath through your nose. Do not
your breath, but exhale through your mouth. You are now relaxed and rei
perform.
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Table 3. Pre and posttest scores for each skill of control and experimental groups

Control Experimental
First Second Change P Pre- Post Change p
measurement measurement Mean SEM  value intervention intervention Mean SEM  value
(mean (SD) (mean (SDY Difference b (mean (SD) (mean (SD} Difference b
Shooting 7.2 (0.9) 8.0 (1.6) 0.86 045 006 7.2(12) 9.9 (L5) 2.64 2'47 0.001
Ball 1.23
control 7.7 (2.5) 9.2 (4.0) 1.53 1.19 0.21 8.6(1.6) 15.3 (4.7) 6.71 5' 0.001
(head)
Ball 3.52
control  29.1 (14.0) 31.6 (12.0) 2.60 340 045 30.2(12.3) 51.5(21.0) 21.86 3 0.001
(feet)
Short 3.2 (0.5) 3.6 (0.8) 0.46 0.26 0.08 3.2(0.4) 4.4 (0.7) 1.214 027 901
passing 3

®There are 14 weeks between the two measurements
bPaired ttest with Bonferroni correction.
SD: standard deviation; SEM: Standard error of mean
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Legend of the Figures

Figure 1. Goal point

Figure 2. Shootirg test scores for each group from first to second measurements

Figure 3. Ball control with head scores for each group from first to second measurements.
Figure 4. Ball control with feet scores for each group from first to second measurements.

Figure 5. Short passing scores for each group from first to second measurements.
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Barriers to Effective Use of Information
Technology in HigherEducation at Yanbu,
Kingdom of Saudi Arabia

AbdulkareemAl-Alwani
Eid YanbuUniversity College,
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Kingdom of Sadi Arabia
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Abstract

As information technology becomes ubiquitous in classroom, teachers will be asked to utilise
new technologies in their pedagogy. This is important for them to provide opportunities for
students to learn to epte in an information age. This study examined the barriers to use of
information technology (IT) in higher education at Yanbu district in Saudi Arabia-d&uhins
investigated included: infrastructure and resources, policy and supporh'ea s & per s on:
and staff development. This study uses a survey which shows common barriers encountered by th
teachers. Demographic data enabled description of teachers based on similarities and differences «
gender, training, years of teachiagperience, and age. Teachers rated the barriers limiting their use
of technology in teaching on a scale ranging from 0 (does not limit) to 3 (greatly limits). We present
results which showed that all four domains Wiiggly significant barriers: infrasucture and resourcegM =
1.33); staff developmentM = 0.82); policy and support(M = 0.94);andt e a c peesonab&liefsregardingtechrology
(M =0.94).

Themost top two barriers are no computeri sed
the architecture of classrooms is not suitable enough to use IT. To minimize the impact of these
barriers and consequently improve the level of integration of information technology in higher
education in Saudi Arabia, a welbnceived strategic vision, adexe integration of IT in text books
and curriculum; and sufficient IT architecture plan are of great importance.
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Introduction and Related Research
For thelastfew decadestechnologyhasbeen revolutionizing evergspecof ap e r sliben 6 s

Information and commuication technology (ICT) has become an important part of most
organizations and business nowadays (Zhang and Aimang, 2007). Computers began to be
placedin higher educationin the early 1980s, andresearcherssuggestthat ICT will be an
important part of education for the next generation too. Miern technology offersnany
means of improving teachng and learning in the classroom (Lefebvre, Deaudelin &
Loiselle2006).

SaudiArabia has respaled tothe technological expansionin most areas, including
education andin a tremendoustransitional stagein its movement towardmtegrtion of IT.
According to the subareas in the main areas of the National Plan for Information
Technology; utilizationof IT in education and computer literacyis optimizedat all levels of
education- general, technical, vocational, graduate, post graduate,and continuouseducation
(Ministry of Communicabns and Information Tetnology, Saudi Arabia, 2003).
Through the useof informationtechnologyand the Internet, information isnow more accessible
than ever before. In the  1960s and 1970s,the term informationtechnobgy
(ITy was a little known phrase that was usé&y those who worked in places like banks
and hospitals to describe the processes they used to store
information. With the paradigm shift to computing technology and "paperl essi
workplaces, information technology has come to be a h@ehold phrase. It defines an industry
that uses computers, networking, software programmingand other equipment

and processes to store, process, retrieve, transmit, angbrotect informéon.

Information technologiesoday significantly affect eary society in the world, especially in
the field of education. The World Wide Web makes our world so small that it increasingly
resembles a small village. Internet users tend to know what is going on in theincgberg h b or s
lives; even when that neigbbis often living on the other side of the world! According to Becta
(2003) and Samman (2003), new technologies might improve our lives in two ways: a) by
enablingus todo thingsbetter,andb) by enablingusto do better things.

Although technobgy is everywhere, its developmentnd applicatiorare still
lacking with problemsfor both usersand designersIn higher education, technologlgasbecome
an important apparatus in the teaching and learningorocess. Universties aroundthe world
have made significant investments in educational technologies. Higher Education
instruction needsto prepareprofessionalsvho are competentin the design and the use of
current and emerging computertechnologies. Evernhough compuers are becomingavailable
worldwide, somefaculty member$iavenot yet begun to usecomputerdor person§ professional,
or instructional purposes (Downs, 2006). In order for higher educatorsto becone more
technologicdly savvy, the barriersmust be emoved. The fewer barriersfacing them, themore
likely they will be operand motivated to incorporate technology into their curriculums.
Whereas technologyusage by faculty has becom&onmmonplaceover the past twodecadesn
the most highly devalped countries, many higher education institutions in
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other nations have nget experienced a similaadoption of instructional technology (lyamu &
Ogieghaen2006; Monsef2005).

Institutional leaderareconcerned about providing a competitaducation in their respective
disciplines,but they may not be ready to invest the resources necessary for maxithezoemefits
of instructional technologyon their campuses(Berge, Muilenburg, &Haneghan,2006).While
technology usage by faculty is expped at wel resourced institutions, there has been little focus
on the barriers which persist in keeping facufy universities in lessdevdoped countriesrom
joining their technologicayl proficientcolleaguegGall, 2005; lyamuw& Ogiegbaen2004; Vrasidas,
2002).Faculty members who have had little instruction in using technology may not feel prepared
for the demands of using technology in their teaching (Groves & Z&66). In orderto use
technology in teachingGroves andZemel concludedhat faculty wanted accessible hardware,
training, and discipline specific media th& easyto use. Despite the fact that the number of
faculty adopting thesenew technologies habeenincreasimg, still many remain cautious to
adopt new technologieglacobsen2005). Universties are currently ina position where there is
unplannedagendafor the adoption ofeducatimal technologyand manyare searchingor ways to
promoteits use for instruction.

Appropriateintegraton of technology constitutesa major change in faculty lives;
technologyintegrationis a complex phenomenathatinvolvesunderstanding facultynotivations,
perceptions, and beliefs about learningnd technology. Universities shouldstrive to construct a
strongvision groundedn techrology integration andffer appropriatgorofessonal development
programsthat support teachersexperimenting with neweducational teamlogies. Since still
faculty memberswith adequate accesand skills are notintegrating technology into their
teachingMany factorsarerestrainingfaculty in terms of adoptingew technologie

First, resistance izommonfrom faculty membersvho arecomfortablewith their current
instructional methodologyand do not wantto learn i n e approachego educational methods.
Even some of the best faculty members are reluctant to usehnology. Some faculty fedhat
increass in technologywill decreasethe human relationshigbetween instructor&nd students,
therebyinfluencing thes t u d matitaodto learnandaffecting thes t u d attitudetodvardthe
contentarea (Powers, Andersaof Love, 2005). Second, someeluctance isalso basedn self
efficacy. If afaculty feels that they possesshe skills needed fortechnologyintegration,they are
more likely to do so (Milbrath & Kinzie, 2006). Inregardsto technology, facultyself-efficacy is
associatedwith higher levels of proficiercy and highercommitment wherfaced with tasks of
increasingdifficulty. Third, some of the resistanae also basedon the teachingstyle of the
faculty. Evenif teachers acquirthe needed skills andccessthey will only usethe computer in a
way that fits with their pedagogical sty(Eulton & Sibely,2005). Fourththe perceivedjuality of
the content and its valum® instruction are oa of these concernt faculty. Regardlesof how
innovative thefaculty may be,and regardless of whabncernghey bring, all faculty development
must begin and end with emphasisupon the enhancenent of teaching effectivenes$rofessioal
development mgramsmustoffer faculty tangiblebenefits beforeheywill embracenew approaches
(Harrsch,2005). Fifth, faculty mustunderstad thatthe use of technologiewill serve to enhance
their effectiveness asnstructors. Facultynustunderstandhat the integrationof technologies is not
a pathway to the elimination dfluman instructordput ratheran opportunity to enhancestruction.
Sixth, leadership and suppat all levels must be centered firmy upon theimprovementof the
teaching and learningroaess, making the studentthe focus of instruction, not the technology.
Identifying areaghat can be considered asroubling and providingthe necessgy information to
address those concerns will prate a clear institutional visiothat will be reassuringo faculty.
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Seventhfaculty membersare often doubtfulto boardon technologyintegration because the attitude
of their institution toward such integrations unknown.Equally importantis effective institutional
management of t he e rhonpsor200S8,pa)nkgath,he pasitstbaschande Ts
viewed as a processnot an event, and is discussedbased on themotivations, perceptionsand
attitudesof the group in question.

According to Ertmer (2007), the root causesof lack of effective techology integrabn
have beeninked to two types of barriers,first order barriers that arextringc to teachersand
include lack of accessto computersand softwarensufficient time to plan instruction, and
inadequatéechnicaland administratve suppa and seond barrierghatareintrinsic to teachers and
include beliefs about teaching pedagogyeliefs abait computersor technology, established
classroonpractices, and unwilligness to change.

According to Nielsen, 2007, studentsmust be taughtskills that will allow them to be
successfulin their future endeavorsyegardless of whathey maybe. Thetechnology that exists
todaywill not be the technologyof the future. Students shouldcquirea set of genericskills and
knowledgethey could utilize in the decisiormaking processand other academic and occupational
pursuits. Although therés somebenefitin teachingkids skills they can applymmediatelyt her e 6 s
more value in teaching thendeeper concepts that witlenefit themforever, regardles®f changes
in specific applicationgNielsen, 2007). Educatorsneedto find stronger themesaround which
they can coordinatebig ideas (Cavanagh, 2006). This allovesudentsto make deeper connections
with academic material. Thesthemes can successfullybe develgped with the integraton
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of currenttechnology.Technologyhasthe ability not only to developtheseskills but also to

presentmaterialto studentsin a mannerto which theyare accustmed. Thesecomputer literate
studentshave beenfi p r o g doaterieaenthroughdigital tecmology. In orderto be effective
in teaching, teachersneed to incorporatenot only problem solving skills, but incorporate
appropriateechnologytraining as well. If studentdearn problemsolving skills, how to analyze
data,andhow to apply new knowledgeto novel situations they will be prepared tdéackle any
task theymayencounter irtheir future. Becaisetechnologyis embeddedn so many aspectsof a

st ude n tstudentsheed te |ean skills that will allow them to effectivdy use this

technology.These include creating hgpext, computessypported presentatioskills, and basic

usability guidelinesin addition, studentsshouldbe able toanalyzethe validity of datareceived
digitally and assesgshe value of the matrial they obtain.Thereis increasingrecognitionthat

the endresult of computer literacyis not only knowinghow to operateomputers bualso using
technology as a tool for organization, communicatiorand problem solving (Johnson, D. &
Eisenberg, M.2002).

Khalid, Abdullah (2009), saidthat the barriergelatedto accessibilityof new technologies
for teachersare widespreadand differfrom countryto country.E mp i r i ¢ aHurepedrf@udd 6 )
that lack of access and infrastructuod IT in a classroonare also amongsthe largest barriers to
usinglT in teachingby teachersSimilarly Khalid (2009, p240)alsofound thatin European Igher
education there are sormdrastructue barrierssuchasbroadbandiccessnot yet available. He also
concluded tht four of thetop ten barriers were related infrastructuwe and accessibilityof CT.
Thesebarrierswere insufficienhumbers otomputersinsufficient peripheralansufficientnumbers
of copiesof software, and insufficient simultaneous Internet ssce

Successfulntegration and/oradoption of information technologyin Higher Educationas
well asits rejectiondependon severalfactors. Thesdactors could vary fronone placeto another
dependingon the environmentwhere the technology istroduced as well as the purposeand
timing of this study.Several studies have b@enducted on this rega

The purposeof this study was to examinethe barrierghat prevent teacherfom Yanbu
University College (YUC) in Saudi Arabia from usinginformation techrology in their teaching.
This studyinvestigatedhe barriersto its usein their daily teachingctivities.

What arethe unique barriersencountered by educators tine transitionto IT-facilitated
education? This study outlined an invesiigatinto the barriers thafpreventeffectiveuseof IT in
dayto-day te&hing actvities in Saudi Arabia, specifically drawing from theerspectivesof
teachersn YUC. Tworesearch questions were considered:

1. Do teachergncountelrommon barriers thgirevent themrbm making effectiveuseof IT
in day-to-day teaching activitieat YUC inSaudi Arabia? and

2. Do teachersencounterunique barriers (othethanthecommonbarriers identifiedin the
first researchguestion) thamay preventhem from making effectivaseof IT in day-to-
day teaching activitieat YUC in Saudi Arabia?

The chapter isorganized agollows. In Sedion 2 weintroduce our methodologywhich
provides procedurt collect our data ancgshowsthe findingsregarding barriersf IT education
in Yanbu In Section3 we presentthe limitation of our analysis method. In Section 4 we
present results andiscussions.Finaly, we summarze thechapterwith future discussionand
recommendations.
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Methodology

The study was conductedin Yanbu district in SaudiArabia. The research designssed
were descriptiveand comparativeBoth maleand femalegeachers a¥yUC were askd on their use
of IT in the classroom.Comparisonsof their surveyresponseswere made. The relationship
betweendemographicinformation and € a ¢ h eomput@rexperienceto their attitudestoward
computersvasalso determined.

The study examinedand identified the barriers that hinder the inclusion of IT in
higher education in Saudi Arabi

Basedon the findings from a preliminary focus groupof 74 teachersin YUC, common
barriers to IT adoption werneentified and usedo design the suey instrument.

Variables

The demographicvariablescame from questionsincluded in the final segmentof the
survey.Thesequestionsnclude:a) pa t i c igenden, (b)ohis/her years of teachingexperience,
(c) presenuce IT training, (d) in-service IT traiing, and(e) age.

The independenvariablesfocusedon four categoriesof barriers. Each categorgontained
statementglesignedto test the frequencyof thet e a ¢ fegponsedo determinewhether ornot it
should be consdered a barrier. The four groupswere: (a) infrastructure and resources(b)
policy andsupport,(c)t eac her s 6 p eands(d)nstaff ddveldprierd. Partigpants were
asked to add any otherbarriersthey consideredmportantthat were not mentioned inhe
instrument.

Survey Instrument

The survey consisted of two main parts. The first part investiggted barriers to
implementing IT in YUC, Saudi Alaa. The secongart focused on demographic faxs.
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The first partof theinstrumentconsisted of fousections(a) infrastructue and resources,
(b) policy and support,(c)t e a c hesefssrdd (d)staff development. Ialso includedbarriers
not previously mentionedin the instrumentbut addedby study participaits in responseto an
openendedquestion Participantsevaluatedeach barrier andated it according to the values

defined in Table 1.

Des

DoesNot Limit

Slightly Limits

Somewhatimit

GreatlyLimits

Tablel: Limitations of Technology Scale

The secondpartof the surveycontainedl 2 elementof demographiénformation They
included: (a)gender, (b) years of teaching experiencdg) training, (d)age, (e) gradelevels
taught, (f) numberof classegaught weekly (g) highest educationalegree and gar earned(h)
presence of aomputerin their home or university(j) where computerswere used (at homeor

universty), (k) where access tathe Internetwas available (at home or university), and (I)
t e dasdnoemssidn computer laboratories in wrersity.

number ofcomputersavailablei n

Participants/Respadents

The participants areéeachers of aldepartments in YUCSurveyquestionnaires wergentto

all depatmentsat YUC to allmaleand female teachemho volunteeredto participatein the study.

Only 74 questionaireswere returned back.

Statistical Methods

The firstresearch question askedasfi D o
them from effectively usingIT in their dayto-dayp e d a g dhe pull dypothesidor this question

teachers

encounter

is: Teacherglo notencounter common barriers thaeventthemfrom effectivelyusing IT at YUC

district in Saudi Arabia.
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This wastested usingthe comparativestudy. Thedomainswere testedindividually which

include: (a) infrastructwe andresources,(b) policy andsupport, (ct e a c Ipersomaldeliefs, and

(d) staffdevelopment.

The averageof all participaits in every domain was derived. Arraged by percéved
importance, the participgs reported that most barriers were associated with infrastructure and
resources,staff devebpment, policy and support, and thé e a c Ipersorsalbeliefs. EXCEL
spreadsheeatas usedo calculatehe analyticalstatisticandits significance at05 level.

The secondesearchguestionaskedwas,i D o
explicit barriers listedn the secondesearch question)

effectivelyusingIT in YUC SaudiAr abi a? o0

teachers
may preventhem from
tédImlajor danrierghat ingy prevent teachers

that

e n ¢ dotherthanr

from using IT were explicitly included inthe surveyAcknowledjing that important barriersmay

have been overlooked,an open endedquestionwas included to let the participants express their

opinions and thughts aboubarriers not mentioned in the survey. Analysis of theianswersvas
conducted by calculatingow manytimes eachnew barrier mentioned wagpeated.

Limitation of study

This study was focusedonly on teachersrom only onehigher educatiorin SaudiArabiain
Academic Year 20092010. Aspectsof IT implementation carchange ovettime. Based onthe
continuousevolutionary development of theomputerindustry, the degreeof technology use this
yearmay be different from that of next year.

This researchwaslimited to a specificregionin Saudi Arabia, the Yanhdistrict. It is hoped
that thesaesults couldoe generalted dueto the inclusionof feedbackfrom acrossSaudi Arabia
which wasusedin the development of theurvey instrumentHowever, one limiting factor of this
researchis that the resultsmay not be generatd tootherteachersThe barriersto the application
of IT in otherhigher education may lbfferent from hose in YUC.

Experimetal Results and Discussions

Barriers to IT Inte gration

Results ofa comparson analysisfor all these subdomains dfarriersto IT integration are
reportedin Table2. The subdomainnfrastructureand Resoucesis less than05 indicating thathis
subdomainis the most commorbarriers preventigy teacters from effectively using YC in Sauii

Arabia.

Swb-domain | Overall | SD | Limitations
Mean of
Technology
Usage
Infrastructure 1.33 | 0.63 | Between
andResources w{tAIK
[ A Yahdi Q
W{ 2-Wht
[ AYAG &
Policyand 0.94 | 0.78 | Almostto
Support w{tAIK
[ AYAGQ
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TeaDKSNE ( 0.58 | 0.68 | Morethan
personalbelief W5 2NBta
[ AYAGQ
Staff 0.94 | 0.80 | Almostto
Development W{fAIK
[ AYAGQ

Table2: Limitations of Techology Scale
*Significantat .05 level of significance
Top ten barriersTo discerntrends,specific commorbariers were examineth termsof
frequency of occurrence. TablesBows the tod0 barriersby frequencyof responsesespectively.

# Barrier Mean | Std.Dev | SubDomain

1 | Nocomputerisedext booksfor most of calS 3 S Q &ulu@sizNd 1.77 | 1.16 IR

2 | Thearchitectureof classooms is not suitablemugh to use IT. | 1.75 | 1.16 IR

3 | Thecollege currialum isnot designed to be sed electronicdy 162 |1.11 IR

4 | Studentsdo not have adequate accessto IT outside of the | 1.59 | 1.11 IR
college

5 | Lackof accessto instructional support in using IT (e.g. to | 1.58 | 1.06 IR
incorporatetechnology into teachig)

6 | Internetconnectionia y Qi T | fariuse @hyle teizHirig 1.47 | 1.14 IR

8 | College O dzNNX O dahtey” ar@ full of actvities and | 1.39 | 1.12 IR
experimentsthat demand a lot of time to finish them and find g
extra time to apjty technology

8 | Ifl want relevanisoftware, | havao purchase it mydé 1.37 | 1.20 IR

9 | Noaccess to Interneduringcollege time 1.36 | 1.16 IR

10 | IR 2 ¥ Q (i the] ITY/téhidng oppatunities 134 | 1.15 SD
Table3: Top Ten Batiers that limit théJse of IT in YUC at Yanbu, KSA
Note: Scalerunstb m fidoec Q0 tt d ifAmgirttewait(l yNI= 176. Wher e

IR = Infrastructure an&esources

PS= Policy and Spport

TPB= T e a c lemal BefiefsP e r
SD = Staff Development

Conclusionand Future Research

This studyhasfound barriersthat prevent teachefsom makingeffective use of information
technology in higher education in Yanbu, Saudi Arabia. Identifying the fundametal barriers
encountereduy the teacheré integratingIT into the classrom is the firststep towards a solution to
the poblem. Tworelatedbarriersare greatly limiting which are as follows:

1. No computerised text booksfano st of coluhseagqde 6 s curri cul
2. The architecture of classrooms@ suitable enough to use IT.
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The barriers could be minimized by providing moretext books which have integraton of
IT. This studywas not the first to identify thesebarriers. Thisfinding is similar to that of author
(Cragun2007)mentioned thatomputerized textbookseedto supportthe knowledgethat isrequired
for a courseof study, but they need to do so in a way that allonmdtay 6 s st udents t
interactwith this material. Textbooksshould be marginalin courses,while debatesdiscussions,
computerbased presentationand other forms of communication shouldbe the main focus of the
classroom.Textbooksshaild be chosenbased ortheir ability to incorporateproblemsdving skills,
usered-life situationsto support concepts, linknaterialto broader understandis, and incorporate
computertechnologyModern tecmology hasallowed textbooks tde interactve by accompaying

77



Scottish Journal of Arts, Social Scienceand Scientific Studies- ISSN 20471278
http:/ /scottishjournal.co.uk

traditional textswith CD's as well as having companion webstes. There are also
now electronictextbooks that are exclusively online andthat are written collaborativelyusing
wikis. Thesetextbooksare unique in that they can be accessednd edited by anyoneon the
internet. Cragun further explains that electronic textbooks can presentiraation and
sound and providdinks to several items and suggest associationamong ideas. Providing
links to otherwebsitesallows studentsto learn about topics in  more detail by reading
additionalarticles, participating in online activities, and evenwatchingmovies. This allows
the students tanteractwith the materialin a way that the traditional textbook does not. With
the new technologyof wikis, studentsthemseles are able téake part in writing part of their
textbook. This enablesthem to learn about a specifictopic in detail, write aboutit, and then
post it on the internetfor anyoneto read. Wherstudentsdo this, they take more responsibility
and ownershipin learningaboutthe topic (Cragur2007).

The top most barrier6 No ¢ o mptext books feremdbst ofo | | e g écdusl uansréor h a
also somébearingsto how students learh o d a y . T o d a yddreputer savwy.Ehaythave ar e
grown upin a digital world that has allowedhemaccesgo informationat unprecedented rates.

According to Prensky (2001), t o d astudests areno longer the peope our educational
system wagdesigned toteach.T o d asiudests are comprisedf the first generationto have
grownupin a world of tecmology. Email, the Internetcellphones,P D | imnsantmessaging, and
computergamesare integral parts of their lives (Prensky2006). Thesedigital nativesare vastly
different from the studentswho our current educationalsysem was designé to teach.They
have been networkednost of all theirlives. Tod ay 6 s wifl sperd dourte®rs My Spaceand
Facebook,while they find it difficult to focus on book work for any duration oftime. They have
little patiencefor lectures, stepby-step Iaic, and fi t -& k kintstduction (Prensky)To design
engagindearning experience®r thesedigital natives the digital immigrants(thosewho have not
grownup in a digitalworld) mustbewell trainedin technologyandunderstad its potential(Burke,
2000). Thosewho have grown up surrounded byligital technologycommunicatedifferenly and
use different problem solving methods (Paste@Q07). They prefer receiving information very
quickly, parallel processing and mutasking,and working with graghics andhypertext ovetext.
Another researcher alsaid that studentshrive on instant gratificationand frequent rewards, and
they prefer games té s e r i o u(Prenskyy.oGakeembody weHestdlished principles and
models oflearning. Forinstance gamesare effective partly because the learning takes place within
a meaningful(to the game)context(Van Eck, 2006). Research has consityefound that games
promotelearningand/orreduce instructional timacrossnultiple disciplines and ages (Van Igc

Khalid (2009)from his studieshavealso concurredhatthe architectureof classrooms is also
importantfor the IT to be utilized during a teaching process. He also concluded that four abihe
ten barrierswererelatedto infradructure andaccesdiility of ICT. These barriersvereinsufficient
numbersof computers,insufficient perifmerals, insufficient numbersof copiesof software, and
insufficient simultaneousnternetaccess. Thesbkarriers arall related tothe architecture ofT in a
classoom.

Further research and investigationin finding successful solutions tthe barriers for the
f a c udontiyuédsusef technologyin their pedagogyvould bebeneficialto creating sustainable
tecmology infusion inhigher education.
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Determinants of Risk Aversionamong
Cassava Based Farmers in Osun State
Agricultural Zones, Osun State, Nigeria.
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OgbomoseNigeria
oaajao57@lautech.edu.ng

Babalola. K
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The study examined the effect of rizkersion of the cassava based farming in Osun State Agricultural
Zones. Specifically, the study attempts to identify the secumomic characteristics of the cassava
based farmers, describe the risk involved, different strategies used by cassava faooeisgi with

risk and factors that determines the risk attitudes in the cassava based farming-gtageltandom
sampling techniques was employed to select one hundred and eighty (180) cassava based farmers frc
the three Agricultural Zones of Osun &taThese are Osogbo, Iwo and Ife/ljesha. Data were collected
through the use of structured questionnaire. Data obtained were processed using descriptive an
inferential statistics. It was found that substantial numbers of farmers were risk averse wioshyis
determined by experience and education.

Key words:Risk aversion; coping; attitudes; uncertainty
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Introduction

Though the literature on risk and risk attitude is quite diverse, not much has been done in the
area of investigating the effect of riskn f ar mer sé performance meas
external sources of capital are gifts and inheritance on the one hand, and loan or credit on the othe
hand. Gifts and shoeterm loans are of considerable importance within the extended familydiogv
a basis for transferring income from one person to another in regular succession of crisis and neec
However, family sources are often inadequate and farmers have to borrow from other sources
Investment is a function of risk and returns. Farmers bkher people are risk avoiders; they are
prepared to forget a certain amount of income every year in order to avoid occasional large losses. Th
choice between profit maximization and security is particularly obvious where it is possible to insure
agains risk. By such insurance a private company or state organization guarantees to pay a substanti
sum in the event of a major catastrophe in return for a relatively small annual premium.

Moreover, resourcase efficiency in the developing countries suchNageria is faced with
problem of underutilization of capacity for resources such as land, labour, capital and managemen
which leads to low return. According to Ogunfowora and Olayide (1981), resources are not efficiently
utilized or allocated under trmmall scale farming which is mainly traditional in style. The kinds and
gualities of resources used in farming activities are of crude form, very simple and farmers make use
of old techniques of farming.

Labour in the small holding farms are not fully izéld because adequate tools and farming
techniques are not supplied, which can improve production of crops thereby causing low productivity
in the farm. Anthonyet al (1995) pointed out that land fragmentation is a constraint in the optimal
utilization of land in tropical agriculture. The cost of borrowing or buying land is very high for the
smallholder farmer to afford.

The purpose of this study is therefore to
examine the drivers of attitudes towardsk in cassava based farming in the study area. In addition,
the research attempts to shed lights on what the production activities, risk involved and different
coping strategies of risk used by farmers are in the study area.

Nigeria is now concentratingn cassava production having known its importance in satisfying
the local and international demand. There must be tremendous increase in its production to cater for it
demand. This research is significant in that it seeks to know the attitude of fasmisksitivolved in
the production of cassava. This will help to determine the risk involved in the production of cassava
and revealed how to overcome the risks involved.

Materials and methods

Galbraith (1977) noted that, the term risk aversion refers tdutens of risk attitude at
specific monetary outcome. He also noted that most comparisons of risk attitude among decision
makers are valid only at this outcome, that is, one decision maker may be more risk averse than othel
at one monetary values, buttranother. Upton (1997) stated that, risk is a measure of the effect of
uncertainty on the decision maker. There are differences of opinions as to how risk should be
measured. Some argued that it is variation or instability of income, while othersctldiaigit is
possibility disaster or turn. The estimation of utility functions of individual farmers, in order to
measure their attitudes to risk is based on farmers interview in which the respondents is asking tc
choose between alternative hypotheticamdples, with different sets of prizes or different
probabilities.

Binswanger (1990) developed an experimental method of measuring the risk attitude of about
350 farmers. Financial compensation added realism to the gambling situation by establishing
incentves for the respondent to protect and increase their wedthg and Robins(1981) argued
that the direct elicitation of utility method (1) EU is not accurate enough to measure utility function
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and they proposed an interval measure of risk attituded ldb@l (2001) used direct elicitation of
utility function that involves direct contact with decision makers to specify their risk attitude. This
method has a lot of variations in which risk includes NYW®umann Morgenstern (VN) method, the
modified VN mehod and the Rainsey method.

This study however applied the indirect approach as used by Moscardi and de Janvry

Method of Data Collection

Primary data were collected for the study with the aid of a structured questionnaire to obtain
information from the rggondents about the major aspects of the study including values of inputs and
outputs, socieeconomic characteristics and production constraints of cassava farmers.

Sampling Procedure and Sample Size

The multistage random sampling technique was used rs#dlection of the representative
samples. The first stage involved random selection of five Local Government Areas from each zone.
The second stage involved random selection of two villages from each Local Government Area. The
third stage involved randoselection of six farmers from each village making a total of one hundred
and eighty cassava farmers.

Measurement of Variables

The variables are soececonomic characteristics, which include age (yrs), educational level
(yrs), primary occupation, secondapgcupation, experience of farmers (yrs) and household size.
Other variables include fertilizer (kg), pesticides (Lit), herbicides (Lit), family labour -glags),
hired labour (masdays), farm size (hec.) and seeds/cuttings/yam setts (value).

Method of Data Analysis

Descriptive Statistics

Statistical tools like frequency distribution, percentage were used to analyze the socio
economic characteristics of the respondents. The descriptive statistics were used to obtain the
frequency of occurrence of somelexted variables such as age, sex, educational status, family size
and so on.

Regression Analysis

The study was based on two major assumptions namely; the randomness of cassava productic
and the relationship between cassava output and the input {owptg relationship) as represented
by CobbDouglas production techniques;

The postulated relationship is:
Y = ALK U s W)
Where
Y= Cassava (tonnes)
1=1,2,3,4,5,6,7

X1 = Fertilizer (kg)
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X, = Pesticides (Litre)

X3 = Herbrides (Litre)

X4 = Family Labour (masdays)
X5 = Hired Labour (maidays)
Xe = Farm size (hectare)

X7 = Seed/cuttings/yam setts (value)

1¢ PX @ :
K, :?él- ot N [ eeererermt s s (vi)
e iNYi G

K= Risk Aversion

Y = Coefficient of variation in cassava outputammnes
P_
I = Wage rate of labourers (malays)

Xi - Average labour use per respondents

P = Mean of cassava output

fi Elasticity of production with respect to labour

NY; - Average crop yield
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Where

Vi = Age of farmers (years)

Vo = Educational level (years)

V3 = Primary occupation

Va4 = Secondary occupation

Vs = Experience of farmers (years)
Ve = Household size

Results ard discussion

SocicEconomic Characteristics of the Respondents

Table 1 showed the soeeconomic characteristics of the respondents. The factors considered
were sex, age of the respondents, household composition size, level of education, primary occupatior
secondary occupation and farming experience. It is observed from the table that there were more mal
than female in all categories. There were 160 male farm household heads among 180 sample
households for this study. This implied that about ninetyguer(90%) of the respondents were male
farmers while about eleven percent (11%) of the respondents were female. This indicated that male
constituted majority of cassava farmers in the areas of study. This is in conformity with Ejembi and
Ejembi (2006) whost at ed t hat an indication that t he
agricultural sector is the male contributiomhe mean age of the respondents was 54.83 years.
Majority of the respondents fell within the age range of%9D years represent&8.9 percent. This
indicated that the respondents have agility and vigor to carry out farming activities. The respondents
that fell between 4@9 years represented 28.2 percent. The respondents that fell betw@yesrs
of age represented 27.9 percénthile age 70 years and above were five percent. This indicated that
the highest percentage of the respondents of this study were between the af@ pé&i.

The average household size was 8. About 7.8 percent of the farmers had household size
betweenl and 4 members(s). Fifty percent had household size between 5 and 8 members, over 4:
percent had household size between 9 and 12 members. About 1 percent had 12 members and abo
The family size seems high and this is likely to be an incentive faagamg in income generating
activities in order to meet the obligation of the family. The reason for maintaining large family size in
the various households sampled may be to ensure adequate supply of family labour for their farm an
nonfarm activities. Ths indicated that large families appeared to be more efficient than small
families.

About 39 percent of the respondents had no formal education, over 35 percent had primary
school education, 6.1 percent had pastnary education while over 19 percent hadiary school
education. Majority of the respondents were literate. This implied that level of education would
improve technical efficiency. This is in line with the study of Clark and Akinbode (1998) who
observed that education helps in learning proaadsalso help in adoption of new technology.

About 84 percent of the respondents were into crop production. About 1 percent were into
fisheries, 1.7 percent were into agricultural business, 10 percent engaged in public sector employmen
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3.3 percent of th respondents were artisans while 0.6 percent were in other business. This implied
that the respondents may have access to the food directly from their farms. Over 71 percent of the
respondents did not engage in any secondary occupation, 0.6 perceimtwérading, 2.2 percent

were into driving while 26.1 percent were into other activities. This indicated that larger proportion of
the respondents did not have secondary occupation.

The average farming experience was 20.49. Over 8 percent of the respdralenbeen into
farming for between 1 to 5 year(s), 17.7 percent have been into farming for between 6 to 10 years, 3.
percent have been into farming for between 11 to 15 years, 28.9 percent have been into farming fo
between 16 to 20 years, 2.34 petceave been into farming for between 26 to 30 years, 7.2 percent
have been into farming for between 31 to 35 years while 0.6 percent have been into farming for
between 36 to 40 years. This implied that majority of the respondents had more than #adedage
experience and this 1is an indicator of a pe
study by Awudu and Richard (2001) that farming experience contributes positively to production
efficiency.
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Table 1: Frequency and Percentage istion of the Soci€Economic Characteristics of
the Respondents.

Variables Frequency Percentage (%)

Sex
Male 160 88.9
Female 20 11.1
Total 180 100
Age (years)
40-49 51 28.2
50-59 70 38.9
60-69 50 27.9
70 and above 09 5.0
Total 180 100
Household Size
1-4 14 7.80
5-8 90 50.00
9-12 74 41.10
>12 02 1.10
Total 180 100
Primary Occupation
Crop Production 151 83.90
Fisheries 01 0.60
Agricultural Tradin

Business 03 1.70
Public Sectc 18 10.00

Employmgnt 06 3.30
Artisan 01 0.60
Others 180 100
Total
Secondary

Occupation 128 71.1
None 01 0.6
Trading 04 29
Driving 47 26.1
Others 180 100
Total

Education
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No formal Educatior 70 38.9
Primary 64 35.6
PostPrimary 11 6.1
Tertiary 35 194
Total 180 100
Source: Field Surve

2010.

Variables Frequency Percentage (%)

Experience (yrs)
1-5 15 8.3
6-10 32 17.7
11-15 07 3.9
16-20 52 28.9
21-25 18 10.0
26-30 42 23.4
3135 13 7.2
36-40 01 0.6
Total 180 100
Source: Authmrés computatio

Production Activities, Risk Involved and Strategies used in Coping with Risk
Problem in Cassava based Farms.

Table 2 showed the production activities, risk involved and strategies used in coping with risk
problem in cassava based farms. This involvescas of farmland, size of farmland, size of farmland
for each crop involved, source of planting materials, risks involved, and strategies used in coping with
risk problems in cassava based farm.

Majority of the respondents obtained their land throughlyaimheritance. Over 13 percent of
the respondents obtained their land through lease, 5.6 percent obtained their land through purchas
while about 9 percent obtained their land through gifts. This implied that there would be tenure
security for the majoty of the respondents.

The average farm size was 3.19. About 19 percent of the respondents fell into land size ranginc
from 1 to 2 hectare(s). About 79 percent fell into size ranging from 3 to 4 hectares of land while 2.7
percent of the respondents feltanland size ranging from 5 hectares and above. This implied that
majority of the respondents are small scale farmers.

The average farm size for cassava production was 1.41. About 60 percent of the respondent
cultivated size of land ranging from 0 to 1lckee for the production of cassava, 40.6 percent
cultivated size of land ranging from 2 to 3 hectares while 0.5 percent of the respondent cultivated size
of land ranging from 4 hectares and above for cassava production. This indicated that majority of the
respondents cultivated the size of land ranging from 0 to 1 hectare for the production of cassava.
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The average farm size for maize production was 0.62. About 99 percent of the respondents
cultivated land size ranging from O to 1 hectare for maize prustuethile 1.67 percent of the
respondents cultivated land size ranging from 2 to 3 hectares and above. This implied that highel
proportion of the respondents cultivated 0 to 1 hectare of land for maize production.

About 44 percent of the respondents calted between 0 to 0.5 hectare of land for yam
production while over 56 percent of the respondents cultivated between 1 hectare and above. Thi
indicated that majority of the respondents cultivated between 1 hectare and above for the production o
yam. Overd7 percent of the respondents cultivated less than 1 hectare of land for cowpea production,
51.6 percent cultivated between 1 to 2 hectares(s) of land while 0.55 percent of the respondent:
cultivated 3 hectares and above. This indicated that majorityeofeispondents cultivated between 1
to 2 hectare(s) of land for cowpea production.

Majority of the respondents obtained their planting materials from their previous production.
About 6 percent of the respondents obtained their planting materials fronctdantaers, 15 percent
obtained their planting materials from International Institute of Tropical Agriculture (IITA) while over
2 percent obtained their stems, seeds and yam setts from other sources. This implied that the stems a
seeds the respondentsaibed from their previous production are viable and this will reduce the cost
of obtaining them from other sources.

Majority of the respondents faced the problem of poor soil and erosion (production risk) in the
process of farming. About 24 percent of tleepondents faced the problem of drought and bush fire
(natural risk), over 26 percent of the respondents faced the problem associates with labour anc
management functions in farming (human risk) while about 14 percent of the respondents faced the
problem of price fluctuation in inputs and saleable outputs (economic risk). This implied that the
major risk problem encountered by the respondents is the production risk. Over 17 percent of the
respondents did not use strategy to cope with risk. About 36 perficdre respondents used fertilizer
to cope with the problem of risk, about 24 percent used pesticides to cope with risk, over 22 percent o
the respondent used planting of improved varieties to cope with risk while over 1 percent of the
respondents useather means to cope with risk. This implied that majority of the respondents used
fertilizer to cope with risk problem.
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Table 2:  Frequency and Percentage Distribution of Production Activities, Risk involved and
the Strategies used in Coping with Riskn Cassava based Farms.

Variables Frequency Percentage (%)
Sources of Farmlan
Family 130 72.2
Lease 24 13.3
Purchase 10 5.6
Gifts 16 8.9
Total 180 100

Farm Size (ha)

1-2 34 18.9
34 141 78.4
5 and above 05 2.7
Total 180 100

Size of Land fo
Cassava Production (ha)

01 106 59.0
2-3 73 78.4
4 and above 01 2.7
Total 180 100

Size of Land fo
Maize Production

0.1 177 08.33
2-3 03 1.67
Total 180 100

Size of Land fo
Yam Production (ha)

0-0.5 79 42.89
1 and above 101 56.11
Total 180 100

Size of Land fo
Cowpea Production (ha)

<1 86 47.80
1-2 93 51.65
3 and above 01 0.55
Total 180 100
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Sources of Plantin

Materials
IITA 27 15.0
Contact Farmers 10 5.6
Previous Production 129 77.2
Others 04 2.2
Total 180 100

Variables Frequency Percentage (%)

Types of Risl

Involved 65 36.11
Production Risk 43 23.88
Natural Risk 47 26.12
Human Risk 25 13.89
Economic Risk 180 100
Total

Strategies Used |
Preventing Risk Problems

None 31 17.22
Use of fertilizer 64 35.56
Use of Pesticides 43 23.89
Planting of Improvec

Varieties 04 22.22
Other 02 1.11

Total 180 100

SourceAut hor 6s computati on

Risk Averse Group and the Mean Efficiency of the Cassavbased Farms

Table 3 showed the frequency distribution of the cassava based farms based on their risk
averse group. About 4 percent of the respondents were risk preferers while 6.67 percent of the
respondents were risk neutral and 88.89 percent ofepondents were risk averters. This implies
that majority of the sampled farmers do not like taking risk. Efforts were made to look at the
determinants of risk using tobit regression as shown in table 4

Table 3: Frequency Distribution of Risk Averse Groyp and the Mean TechnicalEfficiency of
the Cassava based Farms.

91



Scottish Journal of Arts, Social Scienceand Scientific Studies- ISSN 20471278
http://scottishjournal.co.uk

Risk Averse Group Freque Percentage
ncy (%)

Risk prefer 08 4.44
(0<K<0.4)

Risk neutr: 12 6.67
(0.4<K<1.2)

Risk avertel 160 88.89
(1.2<K<2)

Total 180 100

Source:Aut h o r @uttioc. o m

All the variables considered had significant effects on the risk aversion of the cassava based
farmers. These are age which had a positive coefficient of 1.5338 awdlw@e tof 6.345 and is
significant at 1 percent level. The results meansahatit increase in farmers age would result in an
1.534% increase in the level of risk aversion. Primary occupation had a negative coefficient of
1.0962 and a-talue of-2.579 and is significant at 1 percent level. Experience is significant at 1
percent level with a coefficient 6fL.4599 and a-value of-6.6.83. This result means that as the
experience increases by one year, the level of risk aversion reduces by 1.4599%. Education i
statistically significant at 1 percent level with a coeffitieh2.04 and a-value of 2.888. This implied
that as the respondentsd education increase t
land had a coefficient 0f14.1634 and a-talue of-7.620 and this is significant at 1 percent level.
Farmsize is significant at 1 percent level with a coefficient of 7.3653 andatué of 3.079. This

implied that as the farm size increases by one hectare, the risk aversion of the cassava based farme
increases by 7.365%.

Table 4: Regression estimateof determinants of risk in Cassava based Farms.

Variables Coefficient t-values p-values
S

Constant -61.6053 -4.275 0.0000

Age 1.5338 6.345 0.0000%***

Primary -1.0962 -2.579 0.0099**
Occupation - 1.4599 -6.683 0.0000***

Experience 2.0400 2.888 0.0039***

Education -14.1634 -7.620 0.0000%**

Source of land 7.3653 3.079 0.0021%+*

Farm size

Source: Data Analysis, 2010.
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*** Significant at the 1 percent level.

Conclusion
The study had empirically exaned the risk aversion and its determinants among the cassava

based farmers in Osun state. It was found that majority of the farmers are risk aversed and socio
economics characteristics like age, experience and education are crucial determinantsled aftitu
the farmersd towards risk. Therefore, any in
adoption of new technologies should focused more on the experienced and educated while adequa
training should be encouraged among theliterate firmers
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Abstract
First author, who has been teaahion subjects related to advanced dynamics and vibrations
for many years, observed that his students have always found it difficult to understand concepts or
Afdyadso and fAdyadicso. Based on his obsemdvat.i
formulae gathered from different resources, on dyads and dyadics along with proofs so that the subjec
can be better understood easily by a larger population in the scientific field.
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1. Introduction

The first aut hor has been giving the <cou
AfAdvanced Mechanical Vibrationso at the post g
observed that the studenhad difficulties in grasping the concepts of dyads and dyadics. This
observation has led authors to compile the formulae and examples mostly given briefly in the
appendices of various books on this topic. This paper is the result of this work and aels ttoe
students and possibly to some instructors to understand this subject better.

2. Definition of a dyad and dyadic

In the symbolic representation, vector notation is not sufficient to treat secoedor higher
order tensor quantities, such dsess and strain. Dyadic symbols represent seooter quantities,
just as vector symbols are for fiustder tensor quantities.

In this text, a dyadic symbol is indicated by a twoedicarrow over a letter as in Reddy,
(2002) A dyadis defined as twoectors standing sideytside and acting as a unit (Reddy, 2002)

f =ab. (1)
The quantityabhas meaning only whenaperates on other quantitiésrya, 1998)

A linear combination of dyads is calleddgadic Any dyad can be written in the form of a dyadic
by expressing any of the vectoasand b, or both, in terms of their components along thees#h
axes X, Y, z multiplied by the corresponding unit vecigr§, k , or generally by a set of independent

unit vectorse, (i=1, 2,3):

a=aag |e &6 afe

.. (2)
b:a_bjej Hhe bBe big
J
Then:
f sb=8aheg =&jee
ij i
=abee tabee, abee (3)

+a,be,e 18,b,6,6, #b36,8
+aghese taghese, ahe e

The first vectorain (3) is called theantecedenaind the second vectdris the consequent
Further, expression 3 is called as tloemionform of the dyadi .

3. Various definitions on dyadics
Conjugate (transpose) dyadic
A conjugate or transpose dyadic is formed by interchanging tterseof each dyad. is symmetric
if the dyadicf is equal to its transpose:
f="1, (4)
leading tofij - f".
An example of a symmetric dyadic is the inertia dyddi@s can be shown easily:
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T=14i 4+ Mk
+Hdi ik (5)
+H ki 4K KK
Its transpose is :
=1 44 g
i) i g (6)

+Hok 4k KK

Recognizing that;; =1; (i.e, I, =1, I,, =1, 1,=1,), itis seen that
=i, 7)
Unit dyadic
The unit dyadic is defined as
Us=zii § ki . (8)

4. Dyadic operations

4.1 The sum of dyadics
The sum of two dyadicfs_ andf“2 is a dyadic obtained by adding the corresponding elements:

-

f =,f 3 9)

where
Fo=f +ql. (10)

4.2 Dot product of a dyadic and a vector
The dot product of a dyadic and a vector is a vector which, in general, differs in magnitude and

direction from the original vector. F =ab, andcis a vector, then

d.c =absc=a(bec). (11)

which is a vector having the direction af Here, the dyadi€ acts as a prefactor. The general

rule is that the vector products (dot or cross) between a vector and a dyadic are always made betwec
the vector and the adjacent vector in the dyé@iou andPaganp1967)

ep=cab=(ca)b (12)
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is a vector having the direction of the vectorHere, the dyadié acts as a postfactor. Hence,
post and premultiplying of a dyadic by a vec gives diffeent results! (Mase, 1970)

For a symmetric dyadic, however, AThe order
matter. o

Example
Dot product of the inertia dyadic and the angular velocity vector

The inertia dyadid of a rigid body was given if5). The angular velocity vector is written as
O=0i+0j+ok. (13)

Let us calculate L.

Lo =1_i [l( wi+oj+ok )]
+1 i 'I:J( wi+oj+ok )}
+1 i [k-( wi+oj+ok ):l
+I_“_j[i-( wi+oj+ok )]
+1,j D'( wi+oj+ok )]
+1 ] [l\[( 0i+oj+ok )]
+1_k i:n( wi+o,j+ok )]
+1_k [jo( i+ j+ok )]
+1_k [ko( wi+o j+ok )}

=1 @i+ I_‘,_‘,a)_\_i +1 @i

H oj+1 0j+] 0]

+I.:\_(o.‘k +1 ok+I_ok. (14)
The calculations for eI lead in the same manner to:
ol=(l o+ 0+ 0)i
+(I 0. +1,0,+1 0,)] (15)
+(1.0,+1 0,+1_0,)k

which results in(14), considering thdt =1, I,,=1 ,and | , =1

yx? "Xz zy*"
Hence,

—_— -—

Lo =0, (16)

Recognizng, that the right side of14) (or 15) represents the angular momenttn
(Meirovitch, 2003), expression i(iL6) can be written in the form
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H=Lo=0l=) )1 0¢,. (17)
It is evident that subscriptsj (=1, 2, 3) onl; correspond ta, y, zande (i = 1, 2, 3) ta, j, andk.

Unit dyadic
A particularly simple symmetric dyadic which, in fact, leaves an arbitrary vaaiochanged
upon dot multiplication is the unit dyadicefihed in(8).

Proof
Let

a=aji+ajt+ak (18)
be an arbitrary vector. Then:
Usa=(ii+jj+Kkk)o(ai+a j+ak)
=ilis(aji+aj+ak)]
£ j[ jlajitaj+ak )} (19)
+k|ke(a,i+a,j+ak)]
=aitajtak=a

Now
asU=(ai+a j+akii+jj+kk)

= g jo(iii + jj+ kk)

+a_jo(ii + jj+ Kk )

+ul_k-(ii +ji+kk)

=, [ (i) +0j+0k |

+a [ 0i+(joj) j+ O]

+a.[ 0i +0j+(kek )k |

=aitajtak=a

(20)

Hence:
Usaa=a-U=a. (21)
4.3 Dot product of two dyadics
Dot product of two dyadics
A=ab, + a,b,+-+ab,. (22)
D=c¢d +c,d, + +e¢,d, (23)
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is defined as the dyadic:

AD=(b,ec,)ad, +(b,ec, )ad, +-+(b,ec, )ad, . (24)
4.4 Double dot product of two dyads

Double dot product of two dyad%b and ¢dis defined as

ab:cd = (asc)(bed)=A1, (25)
the scalar/ being

A= (a“,(i\_ +a.c +a.c, )(/)_rd_‘ +/)_‘,d_\, +b.d. ) A (26)

It can be shown thgR5) can also be written as

ab :cd =ceab.d (27)
as given in Goldstein, (1974)

It is to be noted that the definition of the double dot produdivof dyads given irReddy,
(2002) is different fron{25), namely

ab:cd =(bec)(a-d).

(28)
4.5 Double dot and cross products of two dyads
Double dot and cross products of the dyalisnd cd are defined as:
ab><cd =(ac)(b Ad)=a vector g, (29)

abx<cd =(aAc)(bed)=a vector h. (30)
abxcd = (arnc)(bAad)=adyad uw . (31)
4.6 Cross product of a dyadic and a vector

The cross product of a dyadic and a vector is a dyadic. The order of multiplication is
important:

cAdEPAC. (32)

As an example, consider the cross produ@eli.e., the cross product of the angular velocity
vector and the inertia dyadic given (13) and (5), respectively.

The inertia dyadic irf5) can be written in conget from as:

I= ZZ Lee;.
J

; (33)
Then,
- a. . 0 .. ..
YOl = v&R alijije@:ala( iﬂ (34)
g i j = i j
is a dyadic.

Let us follow the procedure in Greenwood, (1988 postmultipy the left side of(34) by ¥,
using the dot product.adsidering(17), it can be written:
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( \
- - B ]
oAlsav=o AH=mA| > > 1 we
St St 1] a0 N |
\ i ] / ‘;S)
=51, (oAre,).
—_——— J / ’

/

In doing so, it is tacitly assumed that

(A i)o(-) =m A ( i-(v)) . (36)

Actually, we had to calculate (m/\ I)om. Starting with (34), the following can be written:

(N

(oAT)or=|>3 31, (0nre)e,

/

=> D 1, (mAe e «m
4 T dyad (37)
= }_ Zl” (e Ae, )(c’-(v))
= : : l,w (oAe)
£ It
is seen that this the same result as given(Bb). Hence, this observation can be generalized as
follows:
For a symmetric dyadiE and for an arbitrary vectathe following relation holds:
(2 ¢)enn ca A~ (Pen). (38)

It is worth noting tha{38) is not given elsewhere.

4.7 Time derivative of a dyadic
Following Greenwood, (1988)the time derivative of dyadic is illustrated by diffatiating

(33), i.e. the inertia dyadi¢ with the result

i = Z Z( /,,t‘,l" + ,uclo¢ i /,,t'lt‘} ) . (39)

Assuming a bod¥ixed coordinate system in which the moment of inertia are constanﬂ;iji.e(),
and noting that

€ . =mAe,, €. =mnre, =—€, AN, (40)

it is easy to show thB9) leads to

Il=w~Al—-TAm. (+1)
5. Applications
5.1 Rotation dyadic

In Figurel two coordinate axis framesyzand xjy zj with the common origirO are shown.

As is known, the relationship between the expressions of the position @Rtar the xyzand Xiy zi
reference systems is as follows:

r'=A"r, (42)

where A is the so calledotation matrk (or matrix of direction cosines) (Nikravesh, 1988)
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=~

) cos(i.)) COS(T./?)

) cos(j.j) cos ( 7k )

cos(/?./?')

yi

v

Figure 1: Primed and unprimed reference systems with the common origin O.

Let us denote the transposefosC. The matrixC can be written as:

Cex Cy (\\
C— (\‘ ().') (\:
(:\ (:')' C.:

where

7

7). gp =cosik}, ...

XZ

b A 1

c..=cos(7.7), c y = cos (7,

X X

Now the rotation dyadic idefined as:
C=c_ii+c ij+c ik
+c Ji+ c\-_,‘,j’j +c .. Jk
+<~;._\,k’i + c-:.-_\_k’j + (;:»:k’k.
Let
r=xi+yj+zk. r'=xPV+yj+7k".
It can be shown that

(44)

(45)

(46)

(47)

(45)
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which is the counterpart ¢42) in dyadic notation (Greenwood, 2003)

Proof
The following can easily be obtained:

t_;OI'— \((“‘i‘-O-(‘|“l -+ C_ k')

+>\'(("\i’+(“‘_i’+(': '\’) (49)
+z(c i+ . J+c. K').
which can be rearranged as:
("q':(p X+ ."+"\:~—)i’

(e x+c,, yv+c,..2)¥ (50)

Recognzing from(47):

one is led to:

Ceor=x1"+Vvji+zKk'=r". (52)
Hence,(48) is obtained.
Following a similar approach as above,

— .
= C er (53)
can be proven, as well.

5.2 Usefulrelationships on rotation dyadic
The followingrelationships are taken from Greenwood, (20@2jt, additionally, their proofs
are given here.

1) T «C=0 (54)

Proof
The following can be written, after some rearrangements:

—  —
- - iz
( .( (‘\\(\\ +‘\\" VA +‘x.“.'.u )'l

7}7((\'\‘.‘\' ’.(\\“\\ ' « \".'\')l'!'

+(('__ Co. FTC, (\+(c)|\|\

N\ X'Z IV

+(¢' Co RO G +"\;"-\).ii

VX yX Vv v

+(1‘_ oy o+ C, +C_C, )l\l (55)

X TX zy VA =X

+(t' I + C.yC -1'1,"__4'_-\)i.i

A Ny Xy Vo

+(‘~.'.\".\ v +‘..'\ Cyvy +(.rr(.:\ )k-l

+((‘ Cir, F CLC _+1"_,('_:)ik

‘f‘((' C 'i“('” C. tC, O )ik
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Recognizing that

Cyi = Cji (Bi=%y:2)s (56)
And comparing the expressions in the parentheses with the formulae in the Appendix, one is led to:
C «C=ii+jj+kk =0, (57)
which compétes the proof of64). One can prove in a similar manner that
2) C.C =U =11+J§y+KkX". (58)
3) C.U-C' =T (59)

Proof

It is easy to obtain
CU=c,ii+c ji+c ki
e ij+c jj+c K] (60)
+e ik +c, jk+c Kk

Then, the following can be written after some calculations:

— et =
,ol]oC >— ( (‘;,

Q

i
+(ed ey, +ey, )i

+(eZ + 2, +cZ )KK

+(c-_‘ Co+CCon e e )i

+(Cpc e +ep 6 e e )KY (61)
+euwe s Fe o, tepe WY

I S

+(CnCy + €€y + ey )KY

+(c,nC +opyc, +o 0 ) K
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+(cl +el, +e2, ) iY

+(c + 2, +c2, KK

Heue ey epteses )it

+( €0 +€4,Cp 646, KT 61)
t(epilhy €10y + €l )T

(el ey +epen )ik

+lepey +eye,, Fec, )T

+ ( (.)‘l\'(‘x:' + ('_“')‘('_\"' T (._\':’('::' )j’k"

Considering equations ip6) and comparing the expressions in parentheses with equations in
the Appendix, one is led to:

CaUC =iV +1¥+kk =0 . (62)
which is the relatinship given in59). It can be proven in the same manner that
4) C U C=ii+jj+rkk=1U. (63)

5.3 Inertia dyadic
Theinertia dyadicl given in (5) is repeated here for the sake of completeness:

T=17_ii+7 ij+ 1 ik+1 ji+1 jj+1 jk+1_ki+I_kj+1I_kk. (64)
The mass moments of inertig, 1, , and | ,are defined as follows (Greenwood, 2003)
I.=[p' (y*+22)av, 1 =[p'(2+x*)av, I =[p'(x*+y*)av, (65)
1% 1% v

where r’is the mass density andV is a volume elemerdf the rigid body. The products of
inertia, also referred to aeviation momenisre defined as

I,=1,=—[p'xyav ., I

\

v

=if = —J;)'.\:(/\’ i Ta=Ti= —J P vzdV . (66)
v Vv

First, we want to prove that the inertia dyaélic Equation (64) can be represented in the
following compact form{(Greenwood, 2003)

I=|[|(pep)U — »dV . (67)
;f[pp pp |p'c >
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Proof
In the above formulay denotes theosition vector of a typical mass elemént= 7" dV, as

can be seen from Figur2. It can be represented in txyzreference system as
(68)

p=xi+yj+zk.

yi

v

Figure 2: Expressing the position vector of an infitesimal mdssin the primed and unprimed
reference frames.
The first term of integrand can easily be written as:

(Pep) U = (x7 + 3 + 27 )i+ (X7 + y? + 27 ) jj+ (27 + »7 +27 ) kk. (69)
The second term giveke following dyadic:
pp = x7ii + xvij+ xzik
(70)

+vxji+ vijj+ vzjk
+zxki + zykj+ z°KK.
Then:

/

[ [( pep)U— pp] pdv = : [(y*+2*)p"av i. - ' ~[xyp’av ' ij+ ~[xzp’av "ik
) . W il A )

\
\ f

ki (71)

j(.\'l +7° )p‘dV \;JJ +i/ —I yzp'dV :JI\ +'/—j wp dV
\ v / \ v

.V /

+( [yxp’av J ji+
\ v

+1 —j yp'dV i;kj+:’ ”.\'2 +y*)p'av “ Kkk.

v

\. VvV

Now, considering66) and then(67), one obtains:

[[(pp)U—pp |p'aV =1 i+ 1 jj+1 ik +1 ji+1, ji+1 jk+1 Ki+ I Kj+ 1Kk

V

(72)
=1,

completingthe proof of expression i{67).
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5.4 Transformation rules for the inertia dyadic
The transformation equation relating the inertia dyadic of a rigid body with respect to primed
and unprimed reference framesFigure?2 is given by(Greenwood, 2003):

I = C.i.C . (73)

Proof
The expression of the inertia dyadic with respect to the primed reference system in Fig.2 is

I = j{(p'op')l_l —p'p'J,)':/\‘ . (74)

\

where ] jand Uldenote the position vector of the mass element and unit dyadic written in the
primed system, i.e.,

p’= XV + Y+ 2K, 75)
U =ii"+ji+Kkk’. (76)

The dot product of67) by the rotation dyadi§ from the left yields

Cel = ﬂ (p'sp ) CoU — Copp |p dV . (77)

i
where use is made of the obviagression
pp=pep . (78)

The dot multiplication of(77) by C' results in

Ce1.C' —.[ (p'op’) CoUsC' — Copp+C' |p*aV . (79)
Recalling(62), theabove equation can be written as:
Gl = .[[(,,'.,,')r' -(Top)(pC" )}pm» . (80)
\
Considering52),
Eop o= p' (8] )

can be written.
It remains to show thahe last parenthesis can be expressg¢d.d% this end, we start with
p=p-C (82)
which can easily be obtained. If this is dot muItipIied@Tyfrom the right,
peC =psC:C (8:
is obtained. The consideration &8) and ther§21), leads to

o0
)
~

=T .
peC =p. (84)
Now, taking into account th@81) and (83 the expression in§0) can be brought into the
form:
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GIE = [{(p’.p’)ﬁ' —p'p}p"dv. (85)
2

As can be seen from (74), the right side of the above equation represents the inertia dyadic o
the rigid body, with respect to the primed reference sySigz;. Thus,

- —T -/
CeloC =1, (86)
is obtained, as claimed {i@3).

5.5 Rotational kinetic energy
As is known, the rotational kinetic energy of a rigid body, i.e., its kinetic energy due to the
rotationabout the center of mass, is (Meirovitch, 2003)

1 .
T, = ?(v)oH : (87)
¥ and H being the angular velocity vector of the body and angular momentum with respect to
the center of mass. The dot beemy and H denotes the classical dot product of two vector resulting
a scalar.

Considering13) and (14), the above equation leads to

I i 2 2 2
T, = ;( I o +1 0 +1_o; ) oo+ 0o+ 0o, (88)

when recallingl, =1 ,1,, =1 and I ,=I

represented in a compact form as

- Now, we want to prove that(88) can be

l N
T =—wmH :l(.).[.m_ (89)
5 B

rot

using the inertiayadic | (Greenwood, 2003)

Proot Let us start with the symbolic represeitatof the angular momentum {@&7):
H=To=) > lw0e,. (90)
Dot multiplication of the above eqtion b;l/]/éx from the left yields
i)(o-i-(v) = %Z Z 1,000, . 91)
Recognizing
O = 0, +0,e, + ve, (92)

and, henceyle=w, one obtains

“~ i

- 1 , -
solo==5 Z Loo,. (93)
= J

The right side of the above equation is nothing else but the symboliseapagon of the right
side 0f(88), leading to the fact claimed [{§9).

108



Scottish Journal of Arts, Social Scienceand Scientific Studies- ISSN 20471278
http://scottishjournal.co.uk

6. Conclusions

According to the observation of the first author, who has been teaching subjects related to
advanced dynamics and vibrations for many years, his students had always difficulties in
understanding the concepts of dyads and dyadics. Based orsérsaiions, in the present article, the
authors compiled information and formulae gathered from various books on this topic along with
proofs, so that the dyadics can be better understood by students and possibly a larger population in tf
scientific commauity.
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Appendix

Here, formulas regarding the diteon cosines between the coordinate framgzand Xiy zj
are collected (Budo, 1980Jhe direction cosines are represented symbolically in the following small
table:

v Y | oz
Lt Cs (“_‘*".1 Coy
) Cry {u}"}. Gz
< Cyz ':r.v z Cos
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2 2 2 _
Crx + {'.1."_1.' T (x'.: =1

2 2 2 ]
Cyy + ¢ Yy + Yz

.::l

[

c

(ST

,
el te

(& ]

IX XX z
2 2
Co +C;-'x +co, = |
)
Co tey, T, = ]
3 7 o]
co.tc, tcl = ]
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